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Document Changes

This page lists the major changes to the RM5200 Family User Manual.

1. Section 6 “Cache Organization and Operation” has been updated to include external cache support.
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Section 1 Introduction

The RM5200 Family consists of six microprocessors implementing the same high performance 64-bit processing core, bas
on the R5000. The family is targeted at high-end embedded applications over a wide variety of price and performance poin

All members of the RM5200 Family are highly integrated superscalar microprocessors, implementing a superset of the MIF
IV Instruction Set Architecture (ISA). Each has a high performance 64-bit integer unit, a high throughput, fully pipelined 64-
bit floating-point unit, an operating system friendly memory management unit with a 48-entry fully associative TLB, a 2-way
set associative instruction cache and data cache, and an efficient system interface.

Additional features of this family include an integer multiply-add instruction for DSP type operations; cache-locking on a pel
set basis; the use of an additional dedicated interrupt exception vector for faster interrupt handling; and a fully fafdEional
1149.1 JTAG boundary scan interface.

The block diagram of the RM5200 Family is shown in Figure 1.1. Differences between family members are in cache size,
SysAD width, secondary cache interface, power requirements, and available speed options. The basic differences betweer
each processor in the RM5200 Family are outlined in Table 1.1:.
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Figure 1.1 RM5200 Family Block Diagram
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Table 1.1: Differences in the RM5200 Family Products

RM5230 RM5260 RM5270 RM5231 RM5261 RM5271
I/D Cache Size 16/16KB 16/16KB 16/16KB 32/32KB 32/32KB 32/32KB
SysAD Bus Width 32-bit 64-bit 64-bit 32-bit 64-bit 64-bit
Secondary Cache No No Yes No No Yes
Vccelnt/VeelO 3.3V/3.3V 3.3V/3.3V 3.3V/3.3V 2.5V/3.3V 2.5V/3.3V 2.5V/3.3V
5V Tolerant 1O Yes Yes Yes No No No
Max CPU Freq. 175Mhz 200Mhz 200Mhz 250Mhz 266Mhz 266Mhz
Package 128 PQuad |208 PQuad |304 SBGA |[128 PQuad |208 PQuad |304 SBGA

1.1 MIPS IV Instruction Set Architecture (ISA)

The RM5200 Family executes the MIPS IV ISA, a superset of the MIPS 11l ISA. Full backward compatibility is provided to
MIPS I, II, and 1l ISAs. A specific MIPS ISA can be selected to assure complete code compatibility with older implementa-
tions. This feature enables a wide variety of applications to take advantage of the MIPS Open Architecture philosophy. Each
CPU instruction consists of a single 32-bit word aligned on a word boundary. There are three instruction formats; immediate
(I-type), jump (J-type), and register (R-type).

Additional instructions that have been added include the set of compound multiply-add instructions. These take advantage of
the fact that many floating-point computations use the chained multiply-add paradigm.

A register + register addressing mode for floating-point loads and stores has been added which eliminates the extra integer add
required in many array accesses.

1.2 SuperScaler Dispatch

The RM5200 processors are capable of issuing two instructions simultaneously through an efficient asymmetric superscalar
dispatch unit. Through this mechanism an integer instruction and a floating-point computation may be performed in parallel.
The integer instruction may be one of any available including: alu, branch, load/store, and floating-point load/storé- The floa
ing-point computation may be a floating-point add, subtract, combined multiply-add, converts, etc.

1.3 CPU Registers

All RM5200 processors have a user visible state consisting of 32 general purpose registers, 2 special purpose registers for int
ger multiplication and division, a program counter, and no condition code bits.

1.4 Processor Pipeline

The RM5200 processors use a 5-stage pipeline for integer operations, loads, stores, and other non-floating-point operations.
Once the pipeline has been filled, five instructions can be executed simultaneously. In addition to this standard pgine ther
an extended 7-stage pipeline for floating-point operations.

Each stage of the pipeline takes one PCycle (one internal clock cycle) which operates at a multiple of the input clogk frequenc
(SysClock). For the RM52x0 processors this is an integer multiple (2, 3, 4, 5, 6, 7, 8). The RM52x1 processors have the addi-
tion of a 9x multiplier and half-clock cycle multiples (2.5, 3.5, and 4.5) to allow more flexibility in maximizing CPU speed to
System Bus{ysAD) speed.
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1.5 Memory Management Unit

A full-featured Memory Management Unit (MMU) is included on each processor. It uses on-chip translation lookaside buffer
(TLB) to translate virtual addresses into physical addresses. Three modes of execution privilege are available to system so
ware to provide a secure environment for user processes and provide configurability of address space depending on user &
cations. These execution modes are: User mode, Supervisor mode, and Kernel mode.

A Joint TLB (JTLB) is used for both instruction and data translations. It is fully associative, mapping 96 virtual pages to the
corresponding physical addresses. It is organized as 48 pairs of even-odd entries, and maps a virtual address and address
identifier into the large, 64GB physical address space. Page size can be configured, on a per-entry basis to use page sizes
range of 4KB to 16MB (in multiples of 4). The user has a choice of using the hardware supported random replacement alg
rithm or implementing their own algorithm in software. In addition, there is a mechanism to allow a number of mappings to b
locked into the JTLB. There is also information contained in the JTLB that controls the cache coherency protocol for each

page.

In addition to the JTLB there are a Data TLB (DTLB) and Instruction TLB (ITLB). The 2-entry ITLB maps a 4KB page per
entry. The 4-entry DTLB also maps a 4KB per entry. They improve performance by allowing instruction address translation
and data address translation to occur in parallel. This minimizes contention for the JTLB, eliminates the timing cribical path
translating through a large associative array, and saves power. Both are filled from the JTLB when a miss occurs. This opel
tion is transparent to user.

1.6 System Control Processor and Registers

The integrated system control processor (CPO) in the MIPS architecture is responsible for the virtual memory subsystem, tl
exception control system, and the diagnostics capability of the processor. The contents of CP0 are implementation depend
and not part of any MIPS ISA. Associated with the CPO are the on-chip system control registers. These provide the path
through which the virtual memory system'’s page mapping is examined and modified, exceptions are handled, and operatin
modes are controlled. Additional registers in this group are used to implement a real-time cycle counting facility, to aid in
cache diagnostic testing, and to assist in data error detection.

1.7 Integer Unit

The integer unit is fully compatible with all MIPS ISA in current use. It includes 32 general purpose 64-bit registers, a load/
store architecture with single-cycle ALU operations (add, sub, logical, shift), and an autonomous multiply/divide unit. The
autonomous multiply/divide unit optimizes high-speed multiply and multiply-accumulate operations, maximizing throughput
while still using an area efficient implementation. Additional resources includél th® result registers for the two-operand
integer multiply/divide operations, and the program counter. It includes 2 implementation specific instructions that are useft
in the embedded market; integer multiply-accumulate (eliminating the need for a separate DSP engine) and a 3-operand in
ger multiply.

1.8 Floating-Point Unit

The integrated Floating-Point Unit (FPU), with associated system software, fully conforms to the requirements of ANSI/IEEE
Standard 754-1985, IEEE Standard for Binary Floating-Point Arithmetic. An integrated floating-point coprocessor (CP1) is
tightly coupled co-execution unit decoding and executing instructions in cooperation with the integer unit. Associated with th
FPU is the floating-point register file, made up of thirty-two 64-bit registers. (These registers may be used as general purpc
registers if floating-point operations are not required for a specific application.) Full 64-bit operation is achievedjby takin

advantage of the 64-bit wide data cache. Thus a floating-point load or store doubleword instruction may be issued every cyc

This unit maintains fully precise floating-point exceptions while allowing both overlapped and pipelined operations. The FPL
operation set includes floating-point add, subtract, multiply, divide, square root, reciprocal, reciprocal square roohatonditi
moves, conversion between fixed-point and floating-point format, conversion between floating-point formats, and floating-
point compare.
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1.9 Cache Memory

Cache memory is fully integrated on all RM5200 Family processors. Separate data and instruction caches, with single proces-
sor cycle accesses, keep the high-performance pipeline full and operating efficiently. Each cache (ICache and DCache) is two-
way set associative. Cache locking of set A of each cache can be programmed by setting a bit in the Status Register, allowing
critical code to be protected from being overwritten, thereby guaranteeing deterministic behavior for the locked code sequence.

Cache size differs between members of the RM5200 Family (refer to Table 1.1:). An RM52x0 processor has 16KB ICache and
16KB DCache. An RM52x1 processor has 32KB ICache and 32KB DCache.

1.10 System Interface

RM5200 processors use a high-performance multiplexed address/data system interface that is backward compatible with pre-
vious MIPS processors. The system interface consists of an Address/Da&gdAB) (with check bits, a System Command

bus SysCMD), handshake signals, and interrupt inputs. The RM523x processors have &yBABitwith 4 check bits. All

other processors utilize a 64-BiysADwith 8 check bits. For all processors 8ysCMD bus is 9-bits. All other system signal

pins have identical functionality for all processors with the exception of the secondary cache interface. The secondary cache
capability is only available with the RM527x processors (see Table 1.1:).

The SysADbus is used to transfer addresses and data between the processor and the rest of the system. It is configurable to
allow easy interfacing to memory and 1/0O systems of varying frequencies. Data rate and bus/CPU frequency are programmable
via boot time serial mode bits.

The SysCMD bus indicates whether tisysAD bus carries an address or data, what kind of transaction is to take place, and
information about data transactions. It is bidirectional to support both processor requests and external device requests.

The six handshake signals are used to communicate with an external device. Requests from an external device can take one of
two forms; Write requests and Null requests. Write requests are used to update one of the processors writable resources such as
the internal interrupt register. A null request is executed when the external device wishes the processor to reassefownership
the processor external interface.

1.11 Secondary Cache

Only the RM527x processors incorporate a secondary cache interface (refer to Table 1.1:). For these processors the secondary
cache is direct mapped and block write-through with byte parity protection for data. The secondary cache supports 512K,
1MByte, and 2MBYyte cache sizes (assuming nK x 18 RAM organization), with synchronous SRAM.

The secondary interface uses the SysAD bus for data and tags while providing a separate bus for addresses, and a handful of
secondary cache specific control signals.

1.12 Standby Mode

Standby mode provides a means to reduce the amount of power consumed by the internal core when the CPU would otherwise
not be performing any useful operations. TH&IT instruction is used to enter the standby mode. When in standby mode, the
processors Phase Lock Loop (PLL), and external interrupt pins continue to operate in their normal fashion. The rest of the chip
is powered down in standby mode.

1.13 JTAG Interface

All RM5200 processors have a fully functional IEEE 1149.1 JTAG boundary scan capability through the JTAG interface. This
interface is helpful for checking the integrity of the processor’s pin connections.
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1.14 Power Requirements

Table 1.1 indicates different power requirements on Vcc Internal and Vcce I/O for RM52x0 processors and RM52x1 proces-
sors. This requirement is a result of differing process technologies. The RM52x0 processors use a 0.35 micron process tec
nology while the RM52x1 processors use a 0.25 micron process technology. These two technologies dictate the Vcc
requirements.

The 0.35 micron technology allows use of 3.3V for both internal and 1/0 Vcc. It further allows these processors to incorpora
interfaces that are 5V tolerant on the 1/O signals. The 0.25 micron technology dictates that the internal Vcc be 2.54 and a ¢
arate 3.3V supply be used for the I/O, with no 5V tolerance.
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Section 2 Processor Pipeline

The RM5200 processors have a 5-stage instruction pipeline. In addition to this standard pipeline, the RM5200 uses an
extended 7-stage pipeline for floating-point operations. Like the R5000, the RM5200 does virtual to physical translation in
parallel with cache access.

Each stage takes one PCycle (one cycle of PClock, which runs at a multiple of the freq@&siatk. Thus, the execu-
tion of each instruction takes at least five PCycles. An instruction can take longer—for example, if the required data is not i
the cache, the data must be retrieved from main memory.

Once the pipeline has been filled, five instructions can be executed simultaneously. Figure 2.1 shows the five stages of the
instruction pipeline.

| 11| 21 [1R|2R]1A]2A]1D[2D|1W|2W|

| 1] 21]1R[2R]1A]2A

1A[2A|1D]2D [1w|2w]|

1R[2R|1A[2A[1D|2D[1W|2W|

One ‘
Cycle

Figure 2.1 Instruction Pipeline Stages
2.1 Instruction Pipeline Stages

e 1l - Instruction Fetch, Phase One
e 2l - Instruction Fetch, Phase Two
« 1R - Register Fetch, Phase One
* 2R - Register Fetch, Phase Two
e 1A - Execution, Phase One

e 2A - Execution, Phase Two

e 1D - Data Fetch, Phase One

e 2D - Data Fetch, Phase Two

e 1W - Write Back, Phase One

e 2W - Write Back, Phase Two

2.1.1 1l - Instruction Fetch, Phase One

During the 11 phase, the following occurs:
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e Branch logic selects an instruction address and the instruction cache fetch begins.
* The instruction translation lookaside buffer (ITLB) begins the virtual-to-physical address translation.

2.1.2 2l - Instruction Fetch, Phase Two

The instruction cache fetch and the virtual-to-physical address translation continues.
2.1.3 1R - Register Fetch, Phase One

During the 1R phase, the following occurs:

* The instruction cache fetch is completed.
e The instruction cache tag is checked against the page frame number obtained from the ITLB

2.1.4 2R - Register Fetch, Phase Two

During the 2R phase, one of the following occurs:

* The instruction decoder decodes the instruction.
* Any required operands are fetched from the register file.
» Determine whether instruction is issued or delayed depending on interlock conditions.

2.1.5 1A - Execution - Phase One

During the 1A phase, one of the following occurs:

» Calculate branch address (if applicable).

* Any result from the A or D stages are bypassed

e The ALU starts an integer operation.

e The ALU calculates the data virtual address for load and store instructions.
e The ALU determines whether the branch condition is true.

2.1.6 2A - Execution - Phase Two

During the 2A phase, one of the following occurs:

» The integer operation begun in the 1A phase completes.

» Data cache address decode.

e Store data is shifted to the specified byte positions.

* The DTLB begins the data virtual to physical address translation.

2.1.7 1D - Data Fetch - Phase One

During the 1D phase, one of the following occurs:

e The DTLB data address translation completes.
* The JTLB virtual to physical address translation begins.
» Data cache access begins

2.1.8 2D - Data Fetch - Phase Two

The data cache access completes. Data is shifted down and extended.
The JTLB address translation completes.
The data cache tag is checked against the PFN from the DTLB or JTLB for any data cache access.
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2.1.9 1W - Write Back, Phase One

e This phase is used internally by the processor to resolve all exceptions in preparation for the register write.
2.1.10 2W - Write Back, Phase Two

» For register-to-register and load instructions, the result is written back to the register file.

2.1.11 WB - Write Back

For register-to-register instructions, the instruction result is written back to the register file during the WB stage. Branch
instructions perform no operation during this stage.

Figure 2.2 shows the activities occurring during each ALU pipeline stage, for load, store, and branch instructions.

S S N e W W

Phase [ [ 2 T iR [ 2R [ 1A [ 2A [ 10 [ 20 [ 1w [ 2w ]
ICD ICA
IFetch  [ITLBM [ ITLBR [ _ITC
and RF
Decode IDEC
[ALU EXL | EX2 [ WB |
Load/Store DVA | DCAD | DCAA | DCLA
JTLB1 [ JTLB2
DTLBM|DTLBR| DTC WB
SA DCW
[Branch [ BAC
ICD Instruction cache address decode ICA Instruction cache array access
ITLBM Instruction address translation ITLBR Instruction address translation
match read
ITC Instruction tag check RF Register operand fetch
IDEC Lr:as‘ggcglon address translation EX1 Execute operation - phase 1

EX2 Execute operation - phase two WwB Write back to register file

DVA Data virtual address calculation DCAD Data cache address decode
DCAA Data cache array access DCLA Data cache load align

JTLB1 JTLB address translation - phase 1 JTLB2 JTLB address translation - phase 2
DTLBM Data address translation match DTLBR Data address translation read
DTC Data tag check SA Store align

DCW  Data cache write BAC Branch address calculation

Figure 2.2 CPU Pipeline Activities

2.2 Branch Delay

The CPU pipeline has a branch delay of one cycle and a load delay of one cycle. The one-cycle branch delay is a result of
branch comparison logic operating during the 1A pipeline stage of the branch. This allows the branch target address calculs
in the previous stage to be used for the instruction access in the following 11 phase.

Figure 2.3 illustrates the branch delay.
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’ One ‘ One ‘ One ‘ One ‘ One‘

Cycle | Cycle | Cycle | Cycle | Cycle
| 11| 21 [1R[2R]1A|2A]1D|2D]1W[2W]|
* *%

11| 21 [ir[2R]1A]2A]1D | 2D [1W]2w]|

1

21 |[1R[2R|1A|2A[1D|2D[1W[2W]|

Branc
Delay
*  Branch and fall-through address calculated

**  Address selection made

Figure 2.3 CPU Pipeline Branch Delay
2.3 Load Delay

The completion of a load at the end of the 2D pipeline stage produces an operand that is available for the 1A pipeline phase of
the subsequent instruction following the load delay slot.

Figure 2.4 shows the load delay of two pipeline stages.

One | One | One | One | One
’ Cycle ’ Cycle ‘ Cycle ’ Cycle ‘ Cycle ’

| 1] 21 [1R]2R]1A]2A]1D] 2D [1W[2W]|

| 11| 21 [1R|2R]1A]2A|1D]2D|1W]2W]

| 1] 21[1rR[2R[1A]2A]1D]2D|1W]2W]
Load
’ Delay‘

Figure 2.4 CPU Pipeline Load Delay
2.4 Interlock and Exception Handling

Smooth pipeline flow is interrupted when cache misses or exceptions occur, or when data dependencies are detected. Interrup-
tions handled using hardware, such as cache misses, are referredd¢daks while those that are handled using software
arecalled exceptions

There are two types of interlocks:

» Stalls, which are resolved by halting the pipeline.
« Slips, which require one part of the pipeline to advance while another part of the pipeline is held static.

At each cycle, exception and interlock conditions are checked for all active instructions.
Because each exception or interlock condition corresponds to a particular pipeline stage, a condition can be traced back to the

particular instruction in the exception/interlock stage. For instance, a Reserved Instruction (RI) exception is raisesl in the e
cution (A) stage.
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Table 2.1: Relationship of Pipeline Stage to Interlock Condition

Pipeline Stage
State
I R A D w
stalls MULS DCM
CPE
IT™M ICM
Slips Interlock
MDBusy
FCBusy
ITLB IBE RI DBE
IPErr CUn Reset
BP DPErr
Exceptions s¢ OVF
DTLB FPE
TLBMod
NMI
Intr
Table 2.2: Pipeline Exception
Exception Description
ITLB Instruction Translation or Address Exception
Intr External Interrupt
IBE IBus Error
RI Reserved Instruction
BP Breakpoint
SC System Call
CUn Coprocessor Unusable
IPErr Instruction Parity Error
OVF Integer Overflow
FPE FP Exception
DTLB Data Translation or Address Exception
TLBMod TLB Modified
DBE Data Bus Error
DPErr Data Parity Error
NMI Non-maskable Interrupt
Reset Reset
QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054 1
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Table 2.3: Pipeline Interlocks

Interlock Description
IT™ Instruction TLB Miss
ICM Instruction Cache Miss
CPE Coprocessor Possible Exception
DCM Data Cache Miss
Interlock Register src-dest & dest-dest interlocks
MDBusy Multiply/Divide Busy
MULS Multiplier stall
FCBusy FP Busy

2.4.1 Exception Conditions

When an exception condition occurs, the relevant instruction and all those that follow it in the pipeline are cancelled. Accord
ingly, any stall conditions and any later exception conditions that may have referenced this instruction are inhibitedpthere i
benefit in servicing stalls for a cancelled instruction. When this instruction reaches the W stage, three events occur;

* The exception flag causes the instruction to write various CPO registers with the exception state,
« The current PC is changed to the appropriate exception vector address,
» The exception bits of earlier pipeline stages are cleared.

This implementation allows all instructions which occurred before the exception to complete, and all instructions which
occurred after the instruction to be aborted. Hence the value of the EPC is such that execution can be restarted.dh addition,
exceptions are guaranteed to be taken in order. Figure 2.5 illustrates the exception detection mechanism for a Reserved Instruc
tion (RI) exception.

| One | One | One | One | One |
Cycle | Cycle | Cycle | Cycle | Cycle

Exception | 1) [ 2| [1R[2R[1A[2A]1D]2D[1W[2w]

| 11 | 7 1r[2R[1A[2A[1D] 2D [1W[2W|

| 11| 21 [1R|2R[1A[2A]1D[ 2D |1W[2W]

| 11| 21 [1R|2R[1A]2A]1D[ 2D |1W[2W]

| 11 N\l [1R[2R]|1A[2A]1D | 2D [1W]|2W]|

Excepton — =
Vector Address | 11| 21 [1R|2R|1A[2A[1D[2D[1W[2W]

Figure 2.5 Exception Detection Mechanism
2.4.2 Stall Conditions

A stall condition is used to suspend the pipeline for conditions detected after the R pipeline stage. When a stall pozurs, the
cessor resolves the condition and then restarts the pipeline. Once the interlock is removed, the restart sequence begins two
cycles before the pipeline resumes execution. The restart sequence reverses the pipeline overrun by inserting the-correct infor
mation into the pipeline. Figure 2.6 shows a data cache miss stall.
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© @ ®®
vy vy
D[D|D] D[D|wW]
1 [R[A]A]A] AlA|D|w

L1 [RrR]A]

[HIRIR[R] S [RIR[A[D[W]

L[] g L[ r]aD]w]

1 - Detect cache miss

2 - Start moving dirty cache line data to write buffer

3 - Fetch first doubleword into cache and restart pipeline

4 - Begin loading remainder of cache line into cache when Dcache is idle

Figure 2.6 Servicing a Data Cache Miss

The data cache miss is detected in the D stage of the pipeline. If the cache line to be replaced is\dbtyjdteet and data

is moved to the internal write buffer in the next cycle. The squiggly line in Figures 2.6 and 2.7 indicates the memory access
Once the memory is accessed and the first doubleword of data is returned, the pipeline is restarted. The remainder of the c:
line is returned in subsequent cycles. The dirty data in the write buffer is written out to memory after the cache dree fill op
tions is completed.

2.4.3 Slip Conditions

During the 2R and 1A pipeline stages, internal logic determines whether it is possible to start the current instruction in this
cycle. If all required source operands are available, as well as all hardware resources needed to complete the operation, th
the instruction is issued. Otherwise, the instruction “slips”. Slipped instructions are retried on subsequent cyclesauatil they
issued. Pipeline stages D and W advance normally during slips in an attempt to resolve theNOiIEare inserted into

the bubbles which are created in the pipeline. Branch -likely instrucB®s;T, and exceptions do not cause slips.

Figure 2.7 shows how instructions can slip during an instruction cache miss.
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Complete
Complete

Complete

>| [o] |g]
°| =

Complete

[HIRIR[RIR| S5 [RIRIR[R[A[D[W]
A Yy
) Q@G
HERERE (1 Jr]1 1 [R]A]D]|W]

1 - Detect cache miss
2 - Load cache line (4 doublewords) into Icache
3 - Restart pipeline

Figure 2.7 Slips During an Instruction Cache Miss

Instruction cache misses are detected in the R-stage of the pipeline. Slips are detected in the R stage. Instructioasache miss
never require a writeback operation as writes are not allowed to the instruction cache. Unlike the data cache, early restart,
where the pipeline is restarted after only a portion of the cache line fill has occurred, is not implemented for theninstructio
cache. The requested cache line is loaded into the instruction cache in its entirety before the pipeline is restarted.

2.5 Write Buffer

The RM5200 processors contain a write buffer which improves the performance of write operations to external memory. All
writes to external memory, whether cache miss write-backs or stores to uncached or write-through addresses, use the on-chip
write buffer. The write buffer holds up to four 64-bit address and data pairs.

On a cache miss requiring a write-back, the entire buffer is used for the write-back data and allows the processor to proceed i
parallel with the memory update. For uncached and write-through stores, the write buffer significantly increases performance
by decoupling the SysAD bus transfers from the instruction execution stream. If the write buffer is full, additional stores are
stalled until there is room for them in the write buffer.
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Section 3 Superscalar Issue Mechanism

The RM52xx processors incorporate an efficient asymmetric superscalar dispatch unit which allows them to issue an intege
instruction and a floating-point computation instruction simultaneously. With respect to superscalar issue, integer sstructiol
include alu, branch, load/store, and floating-point load/store, while floating-point computation instructions include floating-
point add, subtract, combined multiply-add, converts, etc. In combination with its high throughput fully pipelined floating-
point execution unit, the superscalar capability of the RM52xx provides unparalleled price/performance in computationally
intensive embedded applications.

Figure 3.1 shows a simplified diagram of the dual issue mechanism.

2-d
buffee?p pt Read Integer

ptRegister File

Instr 2
Cache in<s.tr
pRead FP

P Register File
| Stage R Stage
Integer Reg - Integer -g—| | Integer ALU -
File Write Load/Store Execution
FP Register FP FP ALU <
File Write ] Load/Store il Execution
W Stage D Stage A Stage

Figure 3.1 Dual Issue Mechanism
3.1 |- Stage

Two instructions are fetched from the instruction cache and placed in a 2-deep instruction buffer. Issue logic determines the
type of instruction and which pipeline the instruction is routed to. Also, the instruction cache tag is checked agaimst the pag
frame number (PFN) obtained from the ITLB.

3.2 R -Stage

Any required operands are fetched from the appropriate register file, and the decision is made to either proceed or slip the
instruction based on any interlock conditions. For branch instruction, the branch address is calculated.

3.3 A- Stage

The appropriate ALU begins the arithmetic, logical, or shift operation. The data virtual address is calculated for any load or
store instructions. The appropriate ALU determines whether the branch condition is true. The data cache access is started
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408.565.0300 408.565.0335 www.gedinc.com




Superscalar Issue Mechanism RM5200™ Family, User Manual

3.4 D - Stage

The data cache access is completed. Data is shifted down and extended. Data address translation in the DTLB completes. The
virtual to physical address translation in the JTLB is performed. The data cache tag is checked against the PFN from the DTLB
or JTLB for any data cache access.

3.5 W - Stage

The processor resolves all exceptions. For register-to-register and load instructions, the result is written back toridie approp
register file.
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Section 4 Memory Management Unit

The RM5200 processors provide a full-featured memory management unit (MMU) which uses an on-chip translation looka-
side buffer (TLB) to translate virtual addresses into physical addresses.

This section describes the processor virtual and physical address spaces, the virtual-to-physical address translaten, the of
tion of the TLB in making these translations, the cache memories, and those System Control Coprocessor (CPO) registers
provide the software interface to the TLB.

4.1 Translation Lookaside Buffers (TLB)

Mapped virtual addresses are translated into physical addresses using on-chip Translation Lookaside BuffeF¢TRIB).
mary TLB is the Joint TLB (JTLB). In addition, the RM5200 processors have an Instruction TLB (ITLB) and a Data TLB
(DTLB) to further improve performance.

4.1.1 Joint TLB

For fast virtual-to-physical address translation, the RM5200 processors use a large, fully associative TLB that maps 96 virtt
pages to their corresponding physical addresses. As indicated by its name, the Joint TLB (JTLB) is used for both instructio
and data translations. The JTLB is organized as 48 pairs of even-odd entries, and maps a virtual address and address spa
identifier into the large, 64GB physical address space.

Two mechanisms are provided to assist in controlling the amount of mapped space and the replacement characteristics of
ous memory regions. First, the page size can be configured, on a per-entry basis, to use page sizes in the range of 4KB to
16MB (in multiples of 4). A CPO registdPageMaskis loaded with the desired page size of a mapping, and that size is stored

into the TLB along with the virtual address when a new entry is written. Thus, operating systems can create special purpos
maps; for example, a typical frame buffer can be memory mapped using only one TLB entry.

The second mechanism controls the replacement algorithm when a TLB miss occurs. The RM5200 processors provide a r:
dom replacement algorithm to select a TLB entry to be written with a new mapping; however, the processor also provides &
mechanism whereby a system specific number of mappings can be locked into the TLB, thereby avoiding random replace-
ment. This mechanism allows the operating system to guarantee that certain pages are always mapped for performance ree
and for deadlock avoidance. This mechanism also facilitates the design of real-time systems by allowing deterministic acce
to critical software.

The JTLB also contains information that controls the cache coherency protocol for each page. Specifically, each page has
attribute bits to determine whether the coherency algorithm is; uncached, non-coherent write-back, non-coherent write-
through without write-allocate, or non-coherent writethrough with write-allocate.

The non-coherent protocols are used for both code and data on the RM5200 with data using write-back or write-through
depending on the application. The write-through modes support the same efficient frame buffer handling as the R4600 and
R4700.

Coherency attributes (4 - 7 in Table 4.5:) were defined in the R4000 for Multi-Processor (MP) capable microprocessors. Th
RM5200 processors are not MP capable, so these coherency attributes should never be used.

1. There are virtual-to-physical address translations that occur outside of the TLB. For example, addiessesgtand
kseglspaces are unmapped translations. In these spaces the physical address is 0x0000 0000 || VA[28:0].
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4.1.2 Instruction TLB

The RM5200 use a 2-entry instruction TLB, or ITLB, to minimize contention for the joint TLB, eliminate the timing critical

path of translating through a large associative array, and save power. Each ITLB entry maps a 4KB page. The ITLB improves
performance by allowing instruction address translation to occur in parallel with data address translation. When a miss occurs
on an instruction address translation by the ITLB, the least-recently used ITLB entry is filled from the joint TLB. The opera-
tion of the ITLB is completely transparent to the user.

4.1.3 DataTLB

The RM5200 use a 4-entry data TLB, or DTLB, for the same reasons cited for the ITLB. Each DTLB entry maps a 4KB page.
The DTLB improves performance by allowing data address translation to occur in parallel with instruction address translation.
When a miss occurs on a data address translation by the DTLB, the DTLB is filled from the JTLB. The DTLB refill is pseudo-
LRU; the least recently used entry of the least recently used pair of entries is filled. The operation of the DTLB isyompletel
transparent to the user.

4.1.4 Hits and Misses

If there is a virtual address match, or hit, in the TLB, the physical page humber is extracted from the TLB and concatenated
with the offset to form the physical address (see Figure 4.1).

If no match occurs (TLB miss), an exception is taken and software refills the TLB from the page table resident in memory.
Software can write over a selected TLB entry or use a hardware mechanism to write into a random entry.

4.1.5 Multiple Matches

The RM5200 processors do not provide any detection or shutdown mechanism for multiple matches in the TLB. Unlike earlier
designs, multiple matches do not physically damage the TLB. Therefore, multiple match detection is not needed. The result of
this condition is undefined, and software is expected to never allow this to occur.

4.2 Processor Modes

The RM5200 processors have three operating modes, an instruction set mode, and an addressing mode. All five processor
modes are described in this section.

4.2.1 Processor Operating Modes

The three operating modes are listed in order of decreasing system privilege:

« Kernel Mode (Highest system privilege): can access and change any register. The innermost core of the operating system
runs in kernel mode.

» Supervisor Mode: has fewer privileges and is used for less critical sections of the operating system.
» User Mode (lowest system privilege): prevents users from interfering with one another.

User mode is the processor’s base operating mode. The processor is forced to Kernel mode when the processor is handling an
error ERL bit is set) or an exceptiokXL bit is set).

The processor’s operating mode is set byStatusregister'sKkSUfield, together with th&RL, EXL, KX, SX, UXandXX

bits. Table 4.1: lists th8tatusregister settings for the three operating modes, as well as error and exception level settings; the
blanks in the table indicaton't cares

4.2.2 Instruction Set Mode

Associated with each of the processor instruction set modes specified in Table 4.1: is an implementation of two or more of the
MIPS Instruction Set Architectures (ISA) for software compatibility. By default, the processor implements the MIPS | and Il
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ISA for all modes. Table 4.1: has two columns that indicate either the inclusion (1) or exclusion (0) for MIPS Il and IV ISA
for each of the processor modes based on the configuration Sfattusregister fields (noted below). Thus, for User Mode,
there are three MIPS ISA compatibility modes. For (ISA Il =0/ ISA IV = 0) only MIPS ISA | and Il are supported. For (ISA
lI=21/ISA IV =0) MIPS ISA I/II/1ll are supported. For (ISA Il =1/ ISA IV = 1) MIPS ISA I/II/III/IV are supported.

The user can always execute implementation specific instructions.

Table 4.1: Processor Modes

XX KX SX UX | KSU | ERL | EXL IE Descrintion ISA | ISA | Addressing Mode
31 7 6 5 4-3 2 1 0 P 1] v 32-Bit/64-Bit
0 10 0 0 User mode 0 0 32
0 1 10 0 0 1 0 64
1 1 10 0 0 1 1 64
0 01 0 0 Supervisor mode 0 1 32
1 01 0 0 1 1 64
0 00 0 0 Kernel mode 1 1 32
1 00 0 0 1 1 64
0 0 1 Exception level 1 1 32
1 0 1 1 1 64
0 1 Error level 1 1 32
1 1 1 1 64
0 0 1 |Interrupts are
enabled

4.2.3 Addressing Modes

The processor'addressing moddetermines whether it generates 32-bit or 64-bit memory addresses.
Refer to Table 4.1: for the following addressing mode encodings:

* In Kernelmode theKX bit selects 32-bit or 64-bit addressing.
* In Supervisomode theSX bit selects 32-bit or 64-bit addressing and MIPS ISA compatibility.

e In Usermode theJX bit selects 32-bit or 64-bit addressing. MIPS ISA compatibility is selected by bditXtaadXX
bits.

4.2.4 Endian Modes

The RM5200 processor can operate either in big-endian mode or little-endian mode. Endianness refers to the order that by
are stored in memory. In big-endian systems the byte reached with the lowest byte address in a halfword, word, or double-wi
datum, will be the left-most byte. In a little-endian system the byte reached with the lowest byte address in a halfword, worc
or double-word datum, will be the right most byte.

Regardless of byte-numbering order (endianness) of the data, the address specifies the byte in the addressed field with the
est byte address. The other byte or bytes in the datum can be reached with positive offsets from this base address.

The choice of the endianness is chosen at Power-up initialization time through the logical OR of the endianness serial mode
(bit 8) and the input value of tiggEndian pin. This choice is known as the base endianness and is used for kernel mode,
supervisor mode and user mode operation.

It is possible for specific user-mode processes to operate in the reverse of the base-endianness. This is accomplighed by se
the SR.RBbit while in kernel mode before the execution of such user mode processes.
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4.3 Address Spaces

This section describes the virtual and physical address spaces and the manner in which virtual addresses are converted or
“translated” into physical addresses in the TLB.

4.3.1 Virtual Address Space

The processor has three address sp&eesel, supervisor, and user. Each space can be independently configured to be a 32-bit
or 64-bit space by th€X, SX, andUX bits in theStatusregister.

« If UX=0 (extended address bit = 0), user addresses are 32 bits wide. The maximum user process size is 2 iyabytes (2

« If UX=1 (extended address bit = 1), user addresses are 64 bits wide. The maximum user process size is f9erabyte (2

Figure 4.1 shows the translation of a virtual address into a physical address.

Virtual address

1. Virtual address (VA) represented
by the virtual page number (VPN) ASID VPN Offset
is compared with tag in TLB. The
ASID portion of the VA is held in
EnHI Register.

2. If there is a match, the page G ASID VPN
frame number (PFN) represent-

ing the upper bits of the physi- ETnlthr?/
cal address (PA) is output from
the TLB. PFN
A\ .
TLB \

3. The Offset, which does not pass
through the TLB, is then concate- PFN Offset
nated to the PFN.

Physical address

Figure 4.1 Overview of a Virtual-to-Physical Address Translation
As shown in Figure 4.1, the virtual address is extended with an 8-bit address space identifier (ASID), which reduces the fre-

guency of TLB flushing when switching contexts. This 8-bit ASID is in the ExXR6/Hi register. The&lobal bit (G) is in each
TLB entry.

4.3.2 Physical Address Space

Using a 36-bit address, the processor physical address space encompasses 64 gigabytes.

4.3.3 Virtual-to-Physical Address Translation

Converting a virtual address to a physical address begins by comparing the virtual address from the processor with the virtual
addresses in the TLB; there is a match when the virtual page number (VPN) of the address is the same as the VPN field of the
entry, and either:

» theGlobal (G) bit of the TLB entry is set, or
e the ASID field of the virtual address is the same as the ASID field of the TLB entry.
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This match is referred to asTaB hit If there is no match, a TLB Miss exception is taken by the processor and software is
allowed to refill the TLB from a page table of virtual/physical addresses in memory.

If there is a virtual address match in the TLB, the physical address is output from the TLB and concatenate@ffgti the
which represents an address within the page frame spac@ffsk&does not pass through the TLB.

The next sections describe the 32-bit and 64-bit address translations.
4.3.4 Virtual Address Translation

Figure 4.2 shows the virtual-to-physical-address translation. This figure illustrates the two extremes in the range of possible
page sizes: a 4-Kbyte page (12 bits) and a 16-Mbyte page (24 bits).

e The top portion of Figure 4.2 shows a virtual address with a 12-bit, or 4-Kbyte, page size, @fistiedhe remaining
28 bits of the address represent the VPN, and index the 256M-entry page table.

e The bottom portion of Figure 4.2 shows a virtual address with a 24-bit, or 16-Mbyte, page size, Gifsdiethe
remaining 16 bits of the address represent the VPN, and index the 64K-entry page table.

Virtual Address with 256M (228) 4-Kbyte pages

71 64 636261 40 39 28 bits = 256M pages 12 11 0
ASID Oor-1 VPN Offset
Y

Virtual-to-physical Offset passed

translation in TLB UL unchanged to physi-
cal memory
bit Physical Address

Bits 62 and 63 of the virtual 35 0
address select user, supervi- ‘ PEN ‘ Offset ‘
sor, or kernel address
. . Offset passed
Virtual-to-physical unchanged to physi-
translation in TLB
— TLB cal memory
A
| _J\_ ~
71 64 63 62 61 4039 0
ASID Oor-1 Offset
8 24 16 24

16 bits = 64K pages
Virtual Address with 64K (216)16-Mbyte pages

Figure 4.2 64-bit Mode Virtual Address Translation

4.3.5 Address Spaces

The processor has three address spaces.

e User address space
e Supervisor address space
» Kernel address space

Each space can be independently configured as either 32- or 64-bit.
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4.3.6 User Address Space
In User address space, a single, uniform virtual address space—labelled User sgegpyei#t vailable; its size is:

« 2 Gbytes (8 bytes) ifUX = 0 (useq
« 1 Tbyte (Fbytes) ifUX = 1 (xuseq

Figure 4.3 shows the range of User virtual address space.

32-bit* 64-hit
Ox FFFF FFFI OxFH- FRFF FRFFFAFE
Address Address
Error Error
0Ox 8000 000 (Ox0000 0100 00 000000
2GB 1TB
useg xuseg
Mapped Mapped
Ox 0000 000( 0x0000 0000 00000000

Figure 4.3 User Virtual Address Space as viewed from User Mode
User space can be accessed from user, supervisor, and kernel modes.

The User segment starts at address 0 and the current active user process resides in either useg (in 32-bit mode) 4+ xuseg (in 6
bit mode). The TLB identically maps all references to useg/xuseg from all modes, and controls cache accessibility.

The processor operates in User mode wheistatisregister contains the following bit-values:

«  KSUbits = 16
« EXL=0
« ERL=0

TheUX bit in theStatusregister selects between 32- or 64-bit User address spaces as follows:

 whenUX =0, 32-bitusegspace is selected.
 whenUX = 1, 64-bitxusegspace is selected.

Table 4.2: lists the characteristics of the two user address spaegandxuseg

Table 4.2: 32-bit and 64-bit User Address Space Segments

_ Status Register
Address Bit Bit Values Segment Address Range Segment Size
Values Name
KSU | EXL | ERL | UX
32-hit 0 0 useg 0x0000 0000 2 Gbyte (23! bytes)
A(B1)=0 through
OX7FFF FFFF
an
64-bit Y 0 1 xuseg 0x0000 0000 0000 0000 1 Thyte (2%° bytes)
A(63:40) =0 through
0x0000 00FF FFFF FFFF
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4.3.6.1 32-bit User Space (useqg)

In 32-bit User space, whd#hX = 0 in theStatusregister, all valid addresses have their most-significant bit cleared to 0; any
attempt to reference an address with the most-significant bit set while in User mode causes an Address Error exception.

The system maps all referencessegthrough the TLB, and bit settings within the TLB entry for the page determine the
cacheability of a reference. TLB misses on addresses in 32-bit User spegeige the TLB refill vector.

4.3.6.2 64-bit User Space (xuseqg)

In 64-bit User space, whéhX =1 in theStatusregister, addressing is extended to 64-bits. W¥n1, the processor provides
a single, uniform address space &f Bytes, labellecuseg

All valid User mode virtual addresses have bits 63:40 equal to 0; an attempt to reference an address with bits 63:40 not eq
to O causes an Address Error exception. TLB misses on addresses in 64-biublsgspace use the XTLB refill vector.

4.3.7 Supervisor Space

Supervisor address space is designed for layered operating systems in which a true kernel runs in Kernel mode, and the re
the operating system runs in Supervisor mode. The Supervisor address space provides code and data addresses for supe
mode.

Supervisor space can be accessed from supervisor mode and kernel mode.

The processor operates in Supervisor mode whe§tHtasegister contains the following bit-values:

- KSU=0L
- EXL=0
- ERL=0

The SX bit in theStatusregister select between 32- or 64-bit Supervisor space addressing:

* whenSX =0, 32-bit supervisor space is selected and TLB misses on supervisor space addresses are handled by the 3:
TLB refill exception handler

« whenSX= 1, 64-bit supervisor space is selected and TLB misses on supervisor space addresses are handled by the 6¢
XTLB refill exception handler. Figure 4.4 shows Supervisor address mapping. Table 4.3: lists the characteristics of the
supervisor space segments; descriptions of the address spaces follow.

32-bit* 64-bit
O P P A dress OxFFH- FRF FRRFFAE [ Address
Ox E000 0000 error OXEFRE FEEE E0000000 error
I\(/)Iéspggj sseg 0.5 GB csseg
0x 0000 0000 Mapped
Address OxHFH= FAH 0000000 Add
Ox AOCD 0000 error error
Address 0x4000 0100 00000000 T
Ox 8000 0000 error Mapped | XSseg
0x4000 0000 00000000
Address
error
2GB suseg (0x0000 (0100 00000000
Mapped 1TB
Ox 0000 0000 Ox0000 0000 (00000000

Figure 4.4 User and Supervisor Address Spaces as viewed from Supervisor mode
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Table 4.3: Supervisor Mode Addressing

A(63:62) | SX | UX | SegmentName Address Range Segment Size
00, X 0 suseg 0x0000 0000 0000 0000 2 Ghytes (23! bytes)
through
0x0000 0000 7FFF FFFF
00, X 1 xsuseg 0x0000 0000 0000 0000 1 Thyte (240 bytes)
through
0x0000 OOFF FFFF FFFF
01, 1 X Xsseg 0x4000 0000 0000 0000 1 Thyte (2%° bytes)
through
0x4000 OOFF FFFF FFFF
11 X X sseg OxFFFF FFFF C000 0000 512 Mbytes (22° bytes)
or through
csseg OXFFFF FFFF DFFF FFFF

4.3.7.1 32-bit Supervisor, User Space (suseq)

In Supervisor space, wh&X = 0 in theStatusregister and the most-significant bit of the 32-bit virtual address is set to O, the

susegyirtual address space is selected:; it covers the $lbyes (2 Gbytes) of the current user address space. The virtual
address is extended with the contents of the 8-bit ASID field to form a unique virtual address.

This mapped space starts at virtual address 0x0000 0000 and runs through Ox7FFF FFFF.
4.3.7.2 32-bit Supervisor, Supervisor Space (sseqg)

In Supervisor space, wh&X = 0 in theStatusregister and the three most-significant bits of the 32-bit virtual address are
110,, thessegvirtual address space is selected; it cov@?sb&tes (512 Mbytes) of the current supervisor address space. The
virtual address is extended with the contents of the 8-bit ASID field to form a unique virtual address.

This mapped space begins at virtual address 0xC000 0000 and runs through OXDFFF FFFF.
4.3.7.3 64-bit Supervisor, User Space (xsuseqg)

In Supervisor space, wh&X = 1 in theStatusregister and bits 63:62 of the virtual address are set{dl¥kxsusegvirtual

address space is selected; it covers the ‘fﬂlbgtes (1 Thyte) of the current user address space. The virtual address is
extended with the contents of the 8-bit ASID field to form a unique virtual address.

This mapped space starts at virtual address 0x0000 0000 0000 0000 and runs through 0x0000 O0FF FFFF FFFF.
4.3.7.4 64-bit Supervisor, Current Supervisor Space (xsseg)

In Supervisor space, wh&X = 1 in theStatusregister and bits 63:62 of the virtual address are set,dtExssegeurrent

supervisor virtual address space is selected. The virtual address is extended with the contents of the 8-bit ASID fiald to form
unique virtual address.

This mapped space begins at virtual address 0x4000 0000 0000 0000 and runs through 0x4000 OOFF FFFF FFFF.
4.3.7.5 64-bit Supervisor, Separate Supervisor Space (csseq)
In Supervisor space, wh&X = 1 in theStatusegister and bits 63:62 of the virtual address are settdHecssegseparate

supervisor virtual address space is selededressing of thessegs compatible with addressirsgegin 32-bit mode. The
virtual address is extended with the contents of the 8-bit ASID field to form a unique virtual address.
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This mapped space begins at virtual address OxFFFF FFFF C000 0000 and runs through OxFFFF FFFF DFFF FFFF.

4.3.8 Kernel Space

The processor operates in Kernel mode wherstatusregister contains one of the following values:

.«  KSU=00,
. EXL=1
- ERL=1

TheKX bit in theStatusregister selects between 32- or 64-bit Kernel space addressing:

« whenKX = 0, 32-bit kernel space is selected.
* whenKX =1, 64-bit kernel space is selected.

The processor enters Kernel mode whenever an exception is detected and it remains there until an ExceptieR REjurn (
instruction is executed &XL is cleared. ThERET instruction restores the processor to the address space existing prior to
the exception.

Kernel virtual address space is divided into regions differentiated by the high-order bits of the virtual address, as-&rown in
ure 4.5. Table 4.4: lists the characteristics of the kernel mode segments.

32-bit* 64-bit
T — Ox FFFF FFFF FFFF FFRF 05 o
Mapped ckseg3
0.5GB seq3 Ox FFFF FFFF E000 0000
Ox E000 oood___ Mapped 0-5GB cksseg
Ox FFFF FFFF 000 00da__Mapped
0.5GB 0.5 GB
Mabped ksseg Unmapped cksegl
PP Uncached
Ox G000 0000 Ox FFFF FFFF 800 0000
0.5GB
0.5GB Unmapped Cksego
Unmapped | ksegl Ox FFFF FFFF 8000 0000 _Cached
Ox /000 0oog_ Yncached Address
0.5GB Ox Q000 OOFF 8000 0000 error
Unmapped | kseg0 Mapped xkseg
Ox 8000 000D Cached Ox Q000 0000 0000 00QQ
Unmapped xkphys
Ox 8000 0000 0000 00QQ
Address
Ox 4000 0100 0000 0000 error
2GB 178 xksseg
kuseg Mapped
Mapped Ox 4000 0000 0000 0000
Address
Ox 0000 0100 0000 00QQ error
1TB
Mapped xkuseg
Ox 0000 0000 Ox 0000 0000 0000 00(

Figure 4.5 User, Supervisor, and Kernel Address Spaces viewed from Kernel mode
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Table 4.4: Kernel Mode Addressing

A(63:62) | KX | SX | UX | Segment Name Address Range Segment Size

002 X X 0 kuseg 0x0000 0000 0000 0000 2 Ghytes (2% bytes)
through

0x0000 0000 7FFF FFFF

00, X X 1 xkuseg 0x0000 0000 0000 0000 1 Thyte (240 bytes)
through

0x0000 O0FF FFFF FFFF

01, X 1 X xksseg 0x4000 0000 0000 0000 1 Thyte (2%° bytes)
through

0x4000 00FF FFFF FFFF

10, 1 X X xkphys 0x8000 0000 0000 0000 8x64 Ghytes (236 bytes)
through

0x8000 000F FFFF FFFF

etc.

112 1 X X xkseg 0xC000 0000 0000 0000 (240_231 pytes
through

0xC000 00FF 7FFF FFFF

2 XX | X kseg0 OXFFFF FFFF 8000 0000 512 Mbytes (22° bytes)
through

OxFFFF FFFF 9FFF FFFF

11 XXX ksegl OXFFFF FFFF A000 0000 512 Mbytes (22 bytes)
through

OXFFFF FFFF BFFF FFFF

112 X x| X ksseg OxFFFF FFFF C000 0000 512 Mbytes (22° bytes)
through

OxFFFF FFFF DFFF FFFF

112 XXX kseg3 OXFFFF FFFF E000 0000 512 Mbytes (22 bytes)
through

OXFFFF FFFF FFFF FFFF

4.3.8.1 32-bit Kernel, User Space (kuseg)

In Kernel space, whelkiX = 0 in theStatugregister, and the most-significant bit of the virtual address, A31, is cleared, the 32-

bit kusegvirtual address space is selected: it covers the $ibhyzes (2 Gbytes) of the current user address sfaeevirtual
address is extended with the contents of the 8-bit ASID field to form a unique virtual address.

4.3.8.2 32-bit Kernel, Kernel Space 0 (kseg0)

In Kernel space, whelkX = 0 in theStatusregister and the most-significant three bits of the virtual address aye3Pabit

ksegOvirtual address space is selected:; it is #eb@te (512-Mbyte) kernel physical space. ReferencéseégOare not
mapped through the TLB; the physical address selected is defined by subtracting 0x8000 0000 from the virtual address. The
KO field of theConfigregister, described in this chapter, controls cacheability and coherency.

4.3.8.3 32-bit Kernel, Kernel Space 1 (ksegl)

In Kernel mode, wheKX = 0 in theStatugegister and the most-significant three bits of the 32-bit virtual address gte 101
32-bitkseglvirtual address space is selected: it is eh@te (512-Mbyte) kernel physical space.

References tkseglare not mapped through the TLB; the physical address selected is defined by subtracting 0xA000 0000
from the virtual address.
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Caches are disabled for accesses to these addresses, and physical memory (or memory-mapped I/O device registers) are
accessed directly.

4.3.8.4 32-bit Kernel, Supervisor Space (ksseg)

In Kernel space, wheliX = 0 in theStatugregister and the most-significant three bits of the 32-bit virtual address greHi10

kssegvirtual address space is selected:; it is the curiéHbyte (512-Mbyte) supervisor virtual space. The virtual address is
extended with the contents of the 8-bit ASID field to form a unique virtual address.

4.3.8.5 32-bit Kernel, Kernel Space 3 (kseg?3)

In Kernel space, whelgX = 0 in theStatugegister and the most-significant three bits of the 32-bit virtual address arehil1

ksegdvirtual address space is selected: it is the currehbyte (512-Mbyte) kernel virtual spackhe virtual address is
extended with the contents of the 8-bit ASID field to form a unique virtual address.

4.3.8.6 64-bit Kernel, User Space (xkuseq)

In Kernel space, wheliX = 1 in theStatugegister and bits 63:62 of the 64-bit virtual address agetB@xkusegvirtual

address space is selected; it covers the current user addres¥Bpatgaual address is extended with the contents of the 8-bit
ASID field to form a unique virtual address.

WhenERL = 1 in theStatusregister, the user address region becoméd-hy2e unmapped (that is, mapped directly to physi-
cal addresses) uncached address space.

4.3.8.7 64-bit Kernel, Current Supervisor Space (xksseg)

In Kernel space, whelX = 1 in theStatugregister and bits 63:62 of the 64-bit virtual address agetBéxkssegvirtual

address space is selected; it is the current supervisor virtual $pacartual address is extended with the contents of the 8-bit
ASID field to form a unique virtual address.

4.3.8.8 64-bit Kernel, Physical Spaces (xkphys)

In Kernel space, whelkX = 1 in theStatugregister and bits 63:62 of the 64-bit virtual address agethi@xkphysvirtual

address space is selected; it is a set of eﬁjﬁbﬁe kernel physical spacesccesses with address bits 58:36 not equal to 0
cause an address error.

References to this space are not mapped; the physical address selected is taken from bits 35:0 of the virtual add&&ss. Bits €
of the virtual address specify the cacheability and coherency attributes, as shown in Table 4.5:.

Table 4.5: Cacheability and Coherency Attributes

Value (61:59) Cacheability and Coherency Attributes Starting Address
0 Cacheable, noncoherent, write-through, no write allocate 0x8000 0000 0000 0000
1 Cacheable, noncoherent, write-through, write allocate 0x8800 0000 0000 0000
2 Uncached 0x9000 0000 0000 0000
3 Cacheable, noncoherent (writeback) 0x9800 0000 0000 0000
4-7 Reserved 0xA000 0000 0000 0000

4.3.8.9 64-bit Kernel, Kernel Space (xkseg)

In Kernel space, whelkX = 1 in theStatugegister and bits 63:62 of the 64-bit virtual address ajettié address space
selected is one of the following:
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« kernel virtual spacexkseg the current kernel virtual spadbe virtual address is extended with the contents of the 8-bit
ASID field to form a unique virtual address

« one of the four 32-bit kernel compatibility spaces, as described in the next section.
4.3.8.10 64-bit Kernel, Compatibility Spaces

In Kernel space, wheliX = 1 in theStatugregister, bits 63:62 of the 64-bit virtual address atg 41dd bits 61:31 of the vir-

tual address equal —1. The lower four bytes of the address, as shown in Figure 4.5, select one of the following 512-Mbyte com-
patibility spaces.

» ckseg0This 64-bit virtual address space is an unmapped region, compatible with the 32-bit addreksegoddie KO
field of theConfigregister controls cacheability and coherency.

» ckseglThis 64-bit virtual address space is an unmapped and uncached region, compatible with the 32-bit address model
ksegl

» ckssegThis 64-bit virtual address space is the current supervisor virtual space, compatible with the 32-bit address model
ksse.

» ckseg3This 64-bit virtual address space is kernel virtual space, compatible with the 32-bit addredseggiel

4.4 System Control Coprocessor

The System Control Coprocessor (CP0) is implemented as an integral part of the CPU, and supports memory management,
address translation, exception handling, and other privileged operations. CPO contains the registers shown in Figure 4.6 plus a
48-entry TLB. The sections that follow describe how the processor uses the memory management-related registers.

Each CPO register has a unigue number that identifies it; this number is referred tegistdrenumberfFor instance, the
Page Maskegister is register number 5.
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EntryHi EntryLoO Context BadVAddr
10* 2* 4* 8*
Page Mask EntryLol
5* 3* Index Count Compare
0* o* 11*
47
Rand Status Cause
T 12* 13*
TLB EPC
PRId 14*
15*
XContext
Wired *
. < 6 20
(“Safe” entries)
(See Random Register,
contents of TLB Wired) Confi ECE CacheErr
o 127 0 ‘1”6'9 26 27
ErrorEPC
LLAddr TagLo TagHi 30*
17+ 28* 29*
Used for memory Used with exception
management processing

*Register number
Figure 4.6 CPO Registers and the TLB

4.4.1 Format of a TLB Entry

Figure 4.7 shows the TLB entry formats for both 32- and 64-bit modes. Each field of an entry has a corresponding field in tl
EntryHi, EntryLoQ EntryLol, or PageMaskegisters.

255 217 216 205 204 192
0 MASK 0
39 12 13
191 190 189 168 167 141 140139136 135 128
R 0 VPN2 G| O ASID
2 22 27 1 4 8
127 94 93 70 69 6766 6564
0 PFN C |D|Vjo
34 24 3 111
63 30 29 6 5 321 0
0 PFN C |p|vjo
34 24 3 111

Figure 4.7 Format of a TLB Entry
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The format of théntryHi, EntryLoQ EntryLol, andPageMaskegisters are nearly the same as the TLB entry. The one excep-
tion is theGlobal field (G bit), which is used in the TLB, but is reserved inEméryHi register. Figures 4.8 and 4.9 describe

the TLB entry fields shown in Figure 4.7.

PageMask Register

31 25 24 13 12 0
0 MASK 0
7 12 13
Mask Page comparison mask.
0 Reserved. Must be written as zeroes, and returns zeroes when read.
EntryHi Register
63 62 61 40 39 19 13 12 5§ 8 7 8 0
R FILL VPN2 0 ASID
2 22 27 5 8

VPNZ2 Virtual page number divided by two (maps to two pages).
ASID Address space ID field. An 8-bit field that lets multiple processes share the TLB; each pro-
cess has a distinct mapping of otherwise identical virtual page numbers.

R Region. (00: user, 01: supervisor, 11: kernel) used to match vAddrgz 6>
Fill Reserved. 0 on read; ignored on write.
0 Reserved. Must be written as zeroes, and returns zeroes when read.

Figure 4.8 Fields of the PageMask and EntryHi Registers

EntryLoO and EntryLol Registers

63 30 29 65 3210
0 PFN D| V|G
34 24 3 111
63 30 29 65 3210
0 PFN C |D|V|G
34 24 3 111

PFN Page frame number; the upper bits of the physical address.

C Specifies the TLB page coherency attribute; see Table 4.6:.

D Dirty. If this bit is set, the page is marked as dirty and, therefore, writable. This bit is actually a
write-protect bit that software can use to prevent alteration of data.

%4 Valid. If this bit is set, it indicates that the TLB entry is valid; otherwise, a TLBL or TLBS miss

occurs.

G Global. If this bit is set in both LoO and Lo1l, then the processor ignores the ASID during TLB
lookup.
0] Reserved. Must be written as zeroes, and returns zeroes when read.

Figure 4.9 Fields of the EntryLoO and EntryLol Registers

The TLB page coherency attributg)(bits specify whether references to the page should be cached; if cached, the algorithm
selects between several coherency attributes. Table 4.6: shows the coherency attributes sele@édiitby the
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Table 4.6: TLB Page Coherency (C) Bit Values

C(5:3) Value Page Coherency Attribute
0 Cacheable, noncoherent, write-through, no write allocate
1 Cacheable, noncoherent, write-through, write allocate
2 Uncached
3 Cacheable, noncoherent, writeback
4 Reserved
5 Reserved
6 Reserved
7 Reserved

4.4.2 CPO Registers

The following sections describe the CPO registers that are assigned specifically as a software interface with memory mana
ment (each register is followed by its register number in parentheses).

» Indexregister (CPO register number 0)
« Randonregister (1)

e EntryLo0(2) andEntryLol(3) registers
» PageMaskegister (5)

» Wiredregister (6)

«  EntryHiregister (10)

* PRIdregister (15)

e Configregister (16)

e LLAddrregister (17)

* TaglLo(28) andTagHi (29) registers

4.4.2.1 Index Register (0)

Thelndexregister is a 32-bit, read/write register containing six bits to index an entry in the TLB. The high-order bit of the reg
ister shows the success or failure of a TLB Probe (TLB&juction.

TheIndexregister also specifies the TLB entry affected by TLB Read (TLABR)LB Write Index (TLBWI)instructions.

Figure 4.10 shows the format of thielexregister; Table 4.7: describes tinelexregister fields.

31 30 6 5 0
P 0 Index
1 25 6

Figure 4.10 Index Register
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Table 4.7: Index Register Field Descriptions

Field Description

P Probe failure. Set to 1 when the previous TLBProbe (TLBP) instruction was unsuccessful.
Index |Index to the TLB entry affected by the TLBRead and TLBWrite instructions

0 Reserved. Must be written as zeroes, and returns zeroes when read.

4.4.2.2 Random Register (1)

The Randonregister is a read-only register of which six bits index an entry in the TLB. This register decrements as each
instruction executes, and its values range between an upper and a lower bound, as follows:

« Alower bound is set by the number of TLB entries reserved for exclusive use by the operating system (the contents of the
Wiredregister).

* Anupper bound is set by the total number of TLB entries (47 maximum).

The Randonregister specifies the entry in the TLB that is affected by the TLB Write Random instruction. The register does
not need to be read for this purpose; however, the register is readable to verify proper operation of the processor.

To simplify testing, th&kandonregister is set to the value of the upper bound upon system reset. This register is also set to the
upper bound when thé&firedregister is written.

Figure 4.11 shows the format of tRandonregister. Table 4.8: describes Randonregister fields.

31 65 0

0 Random

26 6

Figure 4.11 Random Register

Table 4.8: Random Register Field Descriptions

Field Description

Random | TLB Random index

0 Reserved. Must be written as zeroes, and returns zeroes when read.

4.4.2.3 EntryLoO (2), and EntryLol (3) Registers

The EntryLoregister consists of two registers that have identical formats:

» EntryLoOis used for even virtual pages.
e EntryLolis used for odd virtual pages.

The EntryLoOandEntryLolregisters are read/write registers. They hold the physical page frame number (PFN) of the TLB

entry for even and odd pages, respectively, when performing TLB read and write operations. Figure 4.9 shows the format of
these registers.

4.4.2.4 PageMask Register (5)

The PageMaskegister is a read/write register used for reading from or writing to the TLB; it holds a comparison mask that
sets the variable page size for each TLB entry.
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TLB read and write operations use this register as either a source or a destination; when virtual addresses are presented f
translation into physical address, the corresponding bits in the TLB identify which virtual address bits among bits 24:13 are
used in the comparison. When tflask field is not one of the values shown in Table 4.9:, the operation of the TLB is unde-
fined.

Table 4.9: Mask Field Values for Page Sizes

Page Size Bt

24 | 23122 (21|20 (19|18 |17 |16 |15 | 14 | 13
4 Kbytes 0 0 0 0 0 0 0 0 0 0 0 0
16 Kbytes Oojo0|O0O|O0O|O|O|O|O|O]|O]|1 1
64 Kbytes 0 0 0 0 0 0 0 0 1 1 1 1
256 Kbytes O[O0 |O0|O0|O0]|O0]|1 1 1 1 1 1
1 Mbyte 0 0 0 0 1 1 1 1 1 1 1 1
4 Mbytes 0 0 1 1 1 1 1 1 1 1 1 1
16 Mbytes 1 1 1 1 1 1 1 1 1 1 1 1

4.4.2.5 Wired Register (6)

TheWiredregister is a read/write register that specifies the boundary betwesitdgtiandrandomentries of the TLB as
shown in Figure 4.12. Wired entries are fixed, nonreplaceable entries, which cannot be overwritten by a TLB write operatiol
Random entries can be overwritten.

TLB

) !

Range of Random entries

Wired l
Register

Range of Wired entries

Figure 4.12 Wired Register Boundary
TheWiredregister is set to 0 upon system reset. Writing this register also sBtarttienregister to the value of its upper

bound (se®kandonregister, above). Figure 4.13 shows the format ofthied register; Table 4.10: describes the register
fields.

31 65 0

0 Wired
26 6

Figure 4.13 Wired Register
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Table 4.10: Wired Register Field Descriptions

Field Description
Wired |TLB Wired boundary
0 Reserved. Must be written as zeroes, and returns zeroes when read.

4.4.2.6 EntryHi Register (CPO Register 10)

The EntryHi register holds the high-order bits of a TLB entry for TLB read and write operations.

The EntryHi register is accessed by the TLB Probe, TLB Write Random, TLB Write Indexed, and TLB Read Indexed instruc-
tions.

When either a TLB refill, TLB invalid, or TLB modified exception occurs, EmryHi register is loaded with the virtual page
number (VPN2) and the ASID of the virtual address that did not have a matching TLB entry.

4.4.2.7 Processor Revision Identifier (PRId) Register (15)

The 32-bit, read-onlfProcessor Revision IdentifiéPRId) register contains information identifying the implementation and
revision level of the CPU and CPO. Figure 4.14 shows the format BRldregister; Table 4.11: describes fPRIdregister
fields.

31 16 15 87 0
0 Imp Rev

16 8 8

Figure 4.14 Processor Revision Identifier (PRId) Register Format

Table 4.11: PRId Register Fields

Field Description

Imp Implementation number (0x28)

Rev Revision number

0 Reserved. Must be written as zeroes, and returns zeroes when read.

The low-order byte (bits 7:0) of tHeRIdregister is interpreted as a revision number while the high-order byte of the low-order
halfword (bits 15:8) is interpreted as an implementation number. The content of the high-order halfword (bits 31:16) of the
register are reserved.

The implementation number of the RM5200 processor is 0x28.

The revision number is stored as a value in the formwherey is a major revision number in bits 7:4 atid a minor revision
number in bits 3:0.

The revision number can distinguish some chip revisions, however there is no guarantee that changes to the chip will necessar-
ily be reflected in th@RIdregister, or that changes to the revision number necessarily reflect real chip changes. For this rea-

son, these values are not listed and software should not rely on the revision numbBRildtlegister to characterize the
chip.

4.4.2.8 Config Register (16)

The Configregister reflects various configuration options.
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Some configuration options are defined by the Mode Bits (see Table 9.2:, “Boot Mode Settings,” on page 85), and are there
fore, dependent on the system design. Others are fixed in hardware by chip design. Two are software writable (SE,K0). The
restrictions are defined in the descriptions in Table 4.12:. Additionally, caches should be reinitialized after any claalgge is m

Figure 4.15 shows the format of tGenfigregister; Table 4.12: describes tBenfigregister fields.

31 30 28 27 242322 212019181716 151413 1211 9 8 6 54 3 2 0

0 EC EP SB SS | EW |SC|1 |BEEM|EB|SH IC DC |IB|DB| O KO

1 3 4 2 2 2 111111 3 3 111 3

Figure 4.15 Config Register Format

Table 4.12: Config Register Fields

Bit(s) Field Description

30:28 EC Pipeline clock frequency (loaded from Mode Bits 7..5):

SysClock frequency multiplied by 2

SysClock frequency multiplied by 3

SysClock frequency multiplied by 4

SysClock frequency multiplied by 5, multiplied by 2.5 (RM52x1 option)
SysClock frequency multiplied by 6

SysClock frequency multiplied by 7, multiplied by 3.5 (RM52x1 option)
SysClock frequency multiplied by 8

Reserved (RM52x0), SysClock frequency multiplied by 4.5 (RM52x1 option)

27:24 EP Transmit data pattern (pattern for write-back data; values loaded from Mode Bits 4..1). ‘D’ =
Doubleword, ‘x’ = wait state on external bus:

NogkhwdhdREO

0: DDDD Doubleword every cycle

1. DDxDDx 2 Doublewords every 3 cycles

2:  DDxxDDxx 2 Doublewords every 4 cycles

3:  DxDxDxDx 2 Doublewords every 4 cycles

4:  DDxxxDDxxx 2 Doublewords every 5 cycles

5: DDxxxxDDxxxx 2 Doublewords every 6 cycles

6:  DxxDxxDxxDxx 2 Doublewords every 6 cycles

7. DDxxxxxxDDxxxxxx2 Doublewords every 8 cycles

8:  DxxxDxxxDxxxDxxx2 Doublewords every 8 cycles
23:22 SB Secondary Cache block size. (On the RM5200 this is fixed at 8 words):

0: 4 words

1: 8words

2: 16 words

3: 32 words

20:21 Sl System Identifiers. This field is user defined and are the value loaded from Mode Bits17:16.
The system designer is free to choose encoding of these bits as the CPU is not effected by
them.

19:18 EW | SysAD bus width. (Values loaded from Mode Bits for RM523x; for other RM5200 the value is
fixed at 64-bit.):

00: 64-bit

01: 32-bit

10: Reserved

11: Reserved

17 SC Secondary Cache Present. (Value loaded from Mode Bit 12 for RM527x; for other RM5200
this must be 1):

0:  Secondary cache present

1. Secondary cache not present

15 BE Big Endian Mode. (Value loaded from Mode Bit 8):

0: Little Endian
1: Big Endian
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Bit(s) Field Description

14 EM ECC mode enable. (On the RM5200 this is fixed at parity. ECC is not supported on-chip):
0: ECC mode
1:  Parity mode

13 EB Block ordering. (On the RM5200 this is fixed for sub-block.):
0:  Sequential
1:  Sub-block
12 SE Secondary Cache Enable. (Software writable for RM527x only; for other RM5200 this must be
0)
0: Disabled
1: Enabled
11:9 IC | Primary I-cache Size (I-cache size = 212*/C pytes). In the RM52x0 processor, this field is fixed
at 16 Kbytes (IC=2). In the RM52x1 processor, this field is fixed at 32 Kbytes (IC=3)
8:6 DC | primary D-cache Size (D-cache size = 212*DC pytes). In the RM52x0 processor, this field is
fixed at 16 Kbytes (IC=2). In the RM52x1 processor, this field is fixed at 32 Kbytes (IC=3).
5 B Primary I-cache line size. (In the RM5200 this is fixed at 32 bytes.):
0: 16 bytes
1. 32 bytes
4 DB Primary D-cache line size. (In the RM5200 this is fixed at 32 bytes.):
0: 16 bytes
1. 32 bytes
2:0 KO kseg0 coherency algorithm (see EntryLoO and EntryLo1 registers and the Cfield of Table 4.6:;

software writable)

4.4.2.9 Load Linked Address (LLAddr) Register (17)

The read/writd_oad Linked Addres@ LAddr) register contains the physical address read by the most recent Load Linked
instruction.

This register is for diagnostic purposes only, and serves no function during normal operation.

Figure 4.16 shows the format of theAddr register;PAddrrepresents bits of the physical address, PA(35:4).

31 0

PAddr(35:4)

32

Figure 4.16 LLAddr Register Format

4.4.2.10 Cache Tag Registers [TagLo (28) and TagHi (29)]

TheTagLoandTagHiregisters are 32-bit read/write registers that hold either the primary cache tag and parity, or the secondary
cache tag and parity during cache initialization, cache diagnostics, or cache error procesJiagradisters are written by

the CACHE andMTCO instructions.

TheP field of these registers are ignored on Index Store Tag operations. Parity is computed by the store operation.

Figure 4.17 shows the format of these registers for primary cache operations while Figure 4.18 shows the format of these reg-
isters for secondary cache operations.

Table 4.13: lists the field definitions of thiagLoandTagHi registers.
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31 8 7 6 5 2 1 o0
TagLo PTagLo PState |ICDec | F |P

24 2 4 1 1
31 0

TagHi Undefined
32

Figure 4.17 TagLo and TagHi Register (P-cache) Formats

31 1312 10 9 76 0
TaglLo STagLo SState | Vindex | O

19 3 3 7
31 0

TagHi Undefined
32

Figure 4.18 TagLo and TagHi Register (S-cache) Formats

Table 4.13: Cache Tag Register Fields

Field Description

PTagLo | Specifies the physical address bits 35:12

PState | Specifies the primary cache state
0: Invalid

1. Reserved

2.  Reserved

3:  Valid

ICDec |ICache predecode bits (ICache only). Used by hardware to help decide what instructions go to the integer
pipeline and which go to the FP pipeline. Software should NEVER modify these bits.

F Fill bit used for FIFO set selection refill algorithm

P Specifies the primary tag even parity bit

STagLo | Specifies the physical address bits 35:17

SState | Specifies the secondary cache state
0: Invalid

Reserved

Reserved

Reserved

Valid

Reserved

Reserved

Reserved

~

Vindex | Specifies the virtual index of the associated Primary cache line, vAddr(14:12)

0 Reserved. Must be written as zeroes, and returns zeroes when read.

4.4.3 Virtual-to-Physical Address Translation Process

During virtual-to-physical address translation, the CPU compares the 8-bit ASID @fdbal bit, G, is not set) of the virtual
address to the ASID of the TLB entry to see if there is a match. One of the following comparisons are also made:
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« In 32-bit mode, the highest 7-to-19 bits (depending upon the page size) of the virtual address are compared to the contents
of the TLB virtual page number.

* In 64-bit mode, the highest 15-to-27 bits (depending upon the page size) of the virtual address are compared to the con-
tents of the TLB virtual page number.

If a TLB entry matches, the physical address and access contr@ bitsgndV) are retrieved from the matching TLB entry.
While theV bit of the entry must be set for a valid translation to take place, it is not involved in the determination of a matching
TLB entry.

Figure 4.19 illustrates the TLB address translation process.

Virtual Address (Input)

For valid VPN
address space, see and
the section describing \ ASID /.

Operating Modes
in this chapter.

Address
: Error :

Address?

Exception Exception
Yes
No i Yes
Address ~~ Valid U
<—<_Address? » nmapped
' Access
Exception
Y
VPN No
Match? >

[
'

Y

32-bit No
address?,

Yes

Yes
Y No Non. Y y Y
TLB cacheable / TLB ‘ - TLB ‘ XTLB
Mod' Invalid Refill Refill
i No | . |
Exception Exception
Y
Access
Main / Access \
Memory < Cache >
Physical Address (Outbut)
Figure 4.19 TLB Address Translation
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4.4.4 TLB Exceptions

If there is no TLB entry that matches the virtual address, a TLB miss exception occurs. If the access cobtramdhit} (
indicate that the access is not valid, a TLB modification or TLB invalid exception occursCibiteequal 014 the physical

address that is retrieved accesses main memory, bypassing the cache.
4.45 TLB Instructions

Table 4.14: lists the instructions that the CPU provides for working with the TLB.

Table 4.14: TLB Instructions

Op Code Description of Instruction
TLBP Translation Lookaside Buffer Probe
TLBR Translation Lookaside Buffer Read
TLBWI Translation Lookaside Buffer Write Index
TLBWR Translation Lookaside Buffer Write Random
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Floating-Point Unit

Section 5 Floating-Point Unit

This section describes the floating-point unit (FPU) of theRM5200 processors, including the programming model, instructio

set and formats, and the pipeline.

The FPU, with associated system software, fully conforms to the requirements of ANSI/IEEE Standard 7HEEB&N-
dard for Binary Floating-Point Arithmetidn addition, the MIPS architecture fully supports the recommendations of the stan-

dard and precise exceptions.

5.1 Overview

The FPU operates as a coprocessor for the CPU (it is assigned coproces§i?Iplaid extends the CPU instruction set to

perform arithmetic operations on floating-point values.

Figure 5.1 illustrates the functional organization of the FPU.

64 64

64

A A A

64 |64|64|64 64|64

FP Reg File

Figure 5.1 FPU Functional Block Diagram

5.2 FPU Features

Data Cache
FCU
A
A
. 64 Y Control
4 64
FP Bypass
Pipeline Chain N FP ALU v
FP FP FP
Mul/Add | | Div/Sqrt || Ld/St

This section briefly describes the operating model, the load/store instruction set, and the coprocessor interface in the FPU.

more detailed description is given in the sections that follow.
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Full 64-bit Operation. When theFR bit in the CPUStatusregister equals 0, the FPU is in 32-bit mode and contains
thirty-two 32-bit registers that hold single- or, when used in pairs, double-precision values. \kRehithia the CPU
Statusregister equals 1, the FPU is in 64-bit mode and the registers are expanded to 64 bits wide. Each register can hold
single- or double-precision values. The FPU also includes a &bbitol/Statugegister that provides access to all IEEE-
Standard exception handling capabilities.

Load and Store Instruction Set Like the CPU, the FPU uses a load- and store-oriented instruction set, with single-cycle
load and store operations.

Tightly Coupled Coprocessor Interface The FPU resides on-chip to form a tightly coupled unit with a seamless integra-
tion of floating-point and fixed-point instruction sets. Since each unit receives and executes instructions in parallel, some
floating-point instructions can execute at the same single-cycle-per-instruction rate as fixed-point instructions.

5.3 FPU Programming Model

This section describes the set of FPU registers and their data organization. The FPU registeEaatilugid>oint General
PurposeregisterdFGRs) and two control register€ontrol/Statusandimplementation/Revision

5.4 Floating-Point General Registers (FGRS)

The FPU has a set Bfoating-Point General PurposegisterdFGRs) that can be accessed in the following ways:

As 32 general purpose registers (32 FGRs), each of which is 32 bits wide wik€hiiihén the CPUStatusregister

equals 0; or as 32 general purpose registers (32 FGRs), each of which is 64-bits wi®wheals 1. The CPU

accesses these registers through move, load, and store instructions.

As 16 floating-point registers (see the next section for a description of FPRSs), each of which is 64-bits wide, k#en the
bit in the CPUStatusregister equals 0. The FPRs hold values in either single- or double-precision floating-point format.
Each FPR corresponds to adjacently numbered FGRs as shown in Figure 53.

As 32 floating-point registers (see the next section for a description of FPRs), each of which is 64-bits wide, k#hen the
bit in the CPUStatusregister equals 1. The FPRs hold values in either single- or double-precision floating-point format.
Each FPR corresponds to an FGR as shown in Figure 5.2.
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Floating-Point Floating-Point Floating-Point Floating-Point
Registers (FPR) General Purpose Registers Registers (FPR) General Purpose Registers
(FR=0) 31 (FGR) 0 (FR=1) o (FGR) 0
FPRO (least) FGRO FPRO FGRO
(most) FGR1 FPR1 FGR1
FPR2 (least) FGR2 FPR2 FGR2
(most) FGR3 FPR3 FGR3
. ° ° [ )
. o o [ )
. o o [ )
(least) FGR28 FPR28 FGR28
FPR28
(most) FGR29 FPR29 FGR29
EPR30 (least) FGR30 FPR30 FGR30
(most) EGR31 FPR31 FGR31

Floating-Point
Control Registers

_ (FCR) . . _
Control/Status Register Implementation/Revision Register

31 FCR31 0 31 FCRO 0

Figure 5.2 FPU Registers
5.5 Floating-Point Registers

The FPU provides:

» 16Floating-Pointregisters FPRs) when thd-R bit in theStatusregister equals 0, or
» 32Floating-Pointregisters FPRs) when thd-R bit in theStatusregister equals 1.

These 64-bit registers hold floating-point values during floating-point operations and are physically formed Gemetia¢
Purposeregisters FGR9. When the=R bit in theStatusregister equals 1, tHePRreferences a single 64-BiGR.

TheFPRs hold values in either single- or double-precision floating-point format. FRtgt equals 0, only even numbers (the
leastregister, as shown in Figure 5.2) can be used to adéir#ss When thé-R bit is set to a 1, aFPRregister numbers are
valid.

If the FR bit equals 0 during a double-precision floating-point operation, the general registers are accessed in double pairs.

Thus, in a double-precision operation, seleckt@ating-Point Register FPRQ actually addresses adjacé&bating-Point
General Purposeegisters-GROandFGR1

5.6 Floating-Point Control Registers

The FPU has 32 control registeF<ORs) that can only be accessed by move operations=CRs are described below:

» Thelmplementation/Revisiorgister(FCRO)holds revision information about the FPU.

» TheControl/Statusegister(FCR31)controls and monitors exceptions, holds the result of compare operations, and estab-
lishes rounding modes.

+ FCR1toFCR30are reserved.

Table 5.1: lists the assignments of BH@Rs.
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Table 5.1: Floating-Point Control Register Assignments

FCR Number Use
FCRO Coprocessor implementation and revision register
FCR1 - FCR30 Reserved
FCR31 Rounding mode, cause, trap enables, and flags

5.6.1 Implementation and Revision Register, (FCRO)

The read-onlymplementation and Revisigagister FCRQ specifies the implementation and revision number of the FPU.
This information can determine the coprocessor revision and performance level, and can also be used by diagnostic software.

Figure 5.3 shows the layout of the register; Table 5.2: describ&apheEmentation and Revisioagister FCRO fields.

31 16 15 87 0

0 Imp Rev

16 8 8

Figure 5.3 Implementation/Revision Register (FCRO0)

Table 5.2: FCRO Fields

Field Description
Imp Implementation number (0x28)
Rev Revision number in the form of y.x
0 Reserved. Must be written as zeroes, and returns zeroes when read.

The revision number is a value of the foym where:

e yis a major revision number held in bits 7:4.
*  Xis aminor revision number held in bits 3:0.

The revision number distinguishes some chip revisions; however, QED does not guarantee that changes to its chips are neces-
sarily reflected by the revision number, or that changes to the revision number necessarily reflect real chip changes. For this
reason revision number values are not listed, and software should not rely on the revision number to characterize the chip.

5.6.2 Control/Status Register (FCR31)

The ControlStatusregister(FCR3J) contains control and status information that can be accessed by instructions in either Ker-
nel or User mode=CR31also controls the arithmetic rounding mode and enables User mode traps, as well as identifying any
exceptions that may have occurred in the most recently executed instruction, along with any exceptions that may have occurred
without being trapped.

Figure 5.4 shows the format of tR®ntrol/Statusegister, and Table 5.3: describes @antrol/Statusegister fields. Figure
5.5 shows th€ontrol/StatusegisterCause, FlagandEnablefields.
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31 25 24 23 22 18 17 12 11 7 6 21 0
Cause Enables Flags RM
CC7-CC1 |FSICCOQ O EVZOUI| VZOUI | VZOUI
7 11 5 6 5 5 2
Legend: .
E = Unimplemented Operation 7 = Division by zero U = Underflow
V = Invalid Operation O = Overflow | = Inexact Operation

Figure 5.4 FP Control/Status Register (FCR31)

Table 5.3: Control/Status Register Fields

Field Description
CC7-CC1 |Condition bits 7-1

FS When set, denormalized results are flushed to 0 instead of causing an unimplemented operation excep-
tion. On the RM5200, even if the FS bit is set, if a MADD, MSUB, NMADD or NMSUB instruction
encounters a denormalized result during the multiply portion of the calculation, an unimplemented oper-
ation exception is always taken.

CcCo Condition bit 0. See description of Control/Status register Condition bit.

Cause Cause bits. See description of Control/Status register Cause, Flag, and Enable bits.
Enables Enable bits. See description of Control/Status register Cause, Flag, and Enable hits.

Flags Flag bits. See description of Control/Status register Cause, Flag, and Enable bits.

RM Rounding mode bits. See description of Control/Status register Rounding Mode Control bits.

Bit# 17 16 15 14 13 12

Cause
‘ ElV | Z]O| U | ‘ Bits
| | | | |
Bit # 11 10 9 8
‘ ‘ Enable
v Z O U Bits
| | | | |
Bit # 6 5 4 3 2
Flag
Z O U l Bits
Inexact Operation
Underflow
Overflow
Division by Zero
Invalid Operation

Unimplemented Operation

Figure 5.5 Control/Status Register Cause, Flag, and Enable Fields
5.6.2.1 Accessing the Control/Status Register

When theControl/Statusregister is read by a Move Control From Coprocesg@FIC1) instruction, all unfinished instruc-

tions in the pipeline are completed before the contents of the register are moved to the main processor. If a floating-point
exception occurs as the pipeline empties, the FP exception is taken and the CFCL1 instruction is re-executed after the excer
is serviced.

QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054 45
408.565.0300 408.565.0335 www.gedinc.com




Floating-Point Unit RM5200™ Family, User Manual

The bits in theControl/Statugegister can be set or cleared by writing to the register using a Move Control To Coprocessor 1
(CTC1) instructionFCR31must only be written to when the FPU is not actively executing floating-point operations; this can
be ensured by reading the contents of the register to empty the pipeline.

5.6.2.2 |EEE Standard 754

IEEE Standard 754 specifies that floating-point operations detect certain exceptional cases, raise flags, and can invoke an
exception handler when an exception occurs. These features are implemented in the MIPS architectutzawgb Emnable
andFlag fields of theControl/Statugegister. Thd-lag bits implement IEEE 754 exception status flags, andCtheseand
Enablebits implement exception handling.

5.6.2.3 Control/Status Register FS Bit

When theFSbit is set, denormalized results are flushed to 0 instead of causing an unimplemented operation exception. Both
the underflow and inexact exceptions should be disabled by the user for this behavior.

5.6.2.4 Control/Status Register Condition Bits

When a floating-point Compagperation takes place, the result is stored at one of the eight Conditions bits (bits 31-25,23).
The condition bit is set to 1 if the condition is true; the bit is cleared to O if the condition is false. The Conditien bits a
affected only by compar@nd Move Control To FPlhstructions.

5.6.2.5 Control/Status Register Cause, Flag, and Enable Fields

Figure 5.5 illustrates th@ause Flag, andEnablefields of theControl/Statugegister.
Cause Bits

Bits 17:12 in theControl/Statugegister contaiCausebits, as shown in Figure 5.5, which reflect the results of the most
recently executed instruction. TRausebits are a logical extension of the CBauseregister; they identify the exceptions
raised by the last floating-point operation and raise an interrupt or exception if the corresponding enable bit is st#tati more
one exception occurs on a single instruction, each appropriate bit is set.

The Causebits are written by each floating-point operation (but not by load, store, or move operations). The Unimplemented
Operation E) bit is set to a 1 if software emulation is required, otherwise it remains 0. The other bits are set to 0 or 1 to indi-
cate the occurrence or non-occurrence (respectively) of an IEEE 754 exception.

When a floating-point exception is taken, no results are stored, and the only state affect€dus¢hi.

Enable Bits

A floating-point exception is generated any tim@ausebit and the correspondirignablebit are set. A floating-point opera-
tion that sets an enabl€&husebit forces an immediate exception, as does setting@atiseandEnablebits with CTC1.

There is no enable for Unimplemented Operatign $etting Unimplemented Operation always generates a floating-point
exception.

Before returning from a floating-point exception, software must first clear the er@dlsgbits with a CTC1 instruction to
prevent a repeat of the interrupt. Thus, User mode programs can never observeGaaddeits set; if this information is
required in a User mode handler, it must be passed somewhere other tBtusregister.

For a floating-point operation that sets only unenaBladsebits, no exception occurs and the default result defined by IEEE
754 is stored. In this case, the exceptions that were caused by the immediately previous floating-point operation can be deter-
mined by reading th€ausefield.

Flag Bits
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TheFlag bits are cumulative and indicate that an exception was raised by an operation that was executed since they were
explicitly resetFlag bits are set to 1 if an IEEE 754 exception is raised, otherwise they remain unchanddedgHits are

never cleared as a side effect of floating-point operations; however, they can be set or cleared by writing a new value into tl
Statusregister, using a Move To Coprocessor Control instruction.

When a floating-point exception is taken, the flag bits are not set by the hardware; floating-point exception softwane is respt
sible for setting these bits before invoking a user handler.

5.6.2.6 Control/Status Register Rounding Mode Control Bits
Bits 1 and 0 in th€ontrol/Statugegister constitute theounding Mod€RM) field.
As shown in Table 5.4:, these bits specify the rounding mode that the FPU uses for all floating-point operations.

Table 5.4: Rounding Mode Bit Decoding

Rounding . -
Mode RM(1:0) Mnemonic Description

0 RN Round result to nearest representable value; round to value with least-
significant bit 0 when the two nearest representable values are equally
near.

1 Rz Round toward 0: round to value closest to and not greater in magnitude
than the infinitely precise result.

2 RP Round toward +eo: round to value closest to and not less than the infi-
nitely precise result.

3 RM Round toward — o: round to value closest to and not greater than the
infinitely precise result.

5.7 Floating-Point Formats

The FPU performs both 32-bit (single-precision) and 64-bit (double-precision) IEEE standard floating-point operations. The
32-bit single-precision format has a 24-bit signed-magnitude fraction fiiedjfignd an 8-bit exponeng)( as shown in Figure
5.6.

31 30 23 22 0
S e f

Sign Exponent Fraction
1 8 23

Figure 5.6 Single-Precision Floating-Point Format

The 64-bit double-precision format has a 53-bit signed-magnitude fractionffisjcaid an 11-bit exponent, as shown in Fig-
ure 5.7.

63 62 52 51 0
S e f
Sign Exponent Fraction
1 11 52

Figure 5.7 Double-Precision Floating-Point Format
As shown in the above figures, numbers in floating-point format are composed of three fields:

e signfield,s
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e biased exponeng = E + bias
« fraction,f =.bsby...10, 4

The range of the unbiased exponErmcludes every integer between the two valugg, Bnd E, 4 inclusive, together with
two other reserved values:

Emin -1 (to encode +0 and denormalized numbers)

*  Epax*1 (to encode #*and NaNs [Not a Number])

For single- and double-precision formats, each representable nonzero numerical value has just one encoding.
For single- and double-precision formats, the value of a numbgidetermined by the equations shown in Table 5.5:.

Table 5.5: Calculating Values in Single and Double-Precision Formats

No. Equation
(1) |if E=Enaxt1 and fz 0, then vis NaN, regardless of s

(@) |if E=Epayt1and f=0, then v=(-1)S

() |if Epjn < E < Epay, then v= (=1)525(1.5

(4) |ifE=Eqp,—1and f#0, then v = (=1)52E™MN(0.f

() |ifE=Eq,—1 and f=0, then v=(~1)%

For all floating-point formats, i is NaN, the most-significant bit 6@determines whether the value is a signaling or quiet
NaN: vis a signaling NaN if the most-significant bitfaé set, otherwiseyis a quiet NaN.

Table 5.6: defines the values for the format parameters; minimum and maximum floating-point values are given in Table 5.7:.

Table 5.6: Floating-Point Format Parameter Values

Parameter Format
Single Double
Emax +127 +1023
Emin -126 -1022
Exponent bias +127 +1023
Exponent width in bits 8 11
Integer hit hidden hidden
f (Fraction width in bits) 24 53
Format width in bits 32 64
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Table 5.7: Minimum and Maximum Floating-Point Values

Type Value
Float Minimum 1.40129846e-45
Float Minimum Norm 1.17549435e-38
Float Maximum 3.40282347e+38
Double Minimum 4.9406564584124654e-324
Double Minimum Norm 2.2250738585072014e—-308
Double Maximum 1.7976931348623157e+308

5.8 Binary Fixed-Point Format

Binary fixed-point values are held in 2's complement format. Unsigned fixed-point values are not directly provided by the
floating-point instruction set. Figure 5.8 illustrates binary fixed-point formats; Table 5.8: lists the binary fixed-po@tt form
fields.

31 30 0
Sign Integer (Word)

1 31
63 62 0
Sign Integer (Long)

1 63

Figure 5.8 Binary Fixed-Point Formats
Field assignments of the binary fixed-point format are:

Table 5.8: Binary Fixed-Point Format Fields

Field Description
sign sign bit
integer integer value

5.9 Floating-Point Instruction Set Overview

All FPU instructions are 32 bits long, aligned on a word boundary. They can be divided into the following groups:

* Load, Store, and Moveinstructions move data between memory, the main processor, dreh&eneral Purpose=g-
isters.

» Conversioninstructions perform conversion operations between the various data formats.
e Computational instructions perform arithmetic operations on floating-point values in the FPU registers.
« Compare instructions perform comparisons of the contents of registers and set a conditional bit based on the results.

» Branch on FPU Conditioninstructions perform a branch to the specified target if the specified coprocessor condition is
met.
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In the instruction formats shown in Table 5.9: through Table 5.12mtteppended to the instruction opcode specifies the data
format: Sspecifies single-precision binary floating-poibtspecifies double-precision binary floating-poMtspecifies 32-

bit binary fixed-pointandL specifies 64-bit (long) binary fixed-point.

Table 5.9: FPU Instruction Summary: Load, Move and Store Instructions

OpCode Description
CFC1 Move Control Word From FPU
CTC1 Move Control Word To FPU
DMFC1 Doubleword Move From FPU
DMTC1 Doubleword Move To FPU
LDC1 Load Doubleword to FPU
LDXC1 Load Doubleword Indexed to FPU
LwC1 Load Word to FPU
LWXC1 Load Word Indexed to FPU
MFC1 Move Word From FPU
MTC1 Move Word To FPU
PREFX Prefetch Indexed - Register + Register
SDC1 Store Doubleword From FPU
SDXC1 Store Doubleword Indexed From FPU
SWC1 Store Word from FPU
SWXC1 Store Word Indexed from FPU
MOVF GPR Conditional Move on FP False
MOVF.fmt FP Conditional Move on FP False
MOVN.fmt FP Conditional Move on GPR non-zero
MOVT GPR Conditional Move on FP True
MOVT.fmt FP Conditional Move on FP True
MOVZ.fmt FP Conditional Move on GPR zero

Table 5.10: FPU Instruction Summary: Conversion Instructions

OpCode Description

CVT.S.fmt Floating-point Convert to Single FP
CVT.D.fmt Floating-point Convert to Double FP
CVT.W.fmt Floating-point Convert to 32-bit Fixed Point
CVT.L.fmt Floating-point Convert to 64-bit Fixed Point
ROUND.W.fmt | Floating-point Round to 32-bit Fixed Point
ROUND.L.fmt Floating-point Round to 64-bit Fixed Point
TRUNC.W.fmt Floating-point Truncate to 32-bit Fixed Point
TRUNC.L.fmt Floating-point Truncate to 64-bit Fixed Point
CEIL.W.fmt Floating-point Ceiling to 32-bit Fixed Point
CEIL.L.fmt Floating-point Ceiling to 64-bit Fixed Point
FLOOR.W.fmt | Floating-point Floor to 32-bit Fixed Point
FLOOR.L.fmt Floating-point Floor to 64-bit Fixed Point
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Table 5.11: FPU Instruction Summary: Computational Instructions

OpCode Description
ADD.fmt Floating-point Add
SUB.fmt Floating-point Subtract
MUL.fmt Floating-point Multiply
DIV.fmt Floating-point Divide
ABS.fmt Floating-point Absolute Value
MOV.fmt Floating-point Move
NEG.fmt Floating-point Negate
SQRT.fmt Floating-point Square Root
MADD.fmt Floating-point Multiply-Add
MSUB.fmt Floating-point Multiply-Subtract
NMADD.fmt Floating-point Negated Multiply-Add
NMSUB.fmt Floating-Point Negated Multiply-Subtract
RECIP.fmt Floating-point Reciprocal
RSQRT.fmt Floating-point Reciprocal Square Root

Table 5.12: FPU Instruction Summary: Compare and Branch Instructions

OpCode Description
C.cond.fmt Floating-point Compare
BC1T Branch on FPU True
BC1F Branch on FPU False
BC1TL Branch on FPU True Likely
BC1FL Branch on FPU False Likely

5.9.1 Floating-Point Load, Store, and Move Instructions
This section discusses the manner in which the FPU uses the load, store and move instructions listed in Table 5.9:.

5.9.1.1 Transfers Between FPU and Memory

All data movement between the FPU and memory is accomplished by using one of the following instructions:

e Load Word To Coprocessor 1 (LWC1/LWXC1) or Store Word From Coprocessor 1 (SWC1/SWXC1) instructions, which
reference a single 32-bit word of the FPU general registers

* Load Doubleword (LDC1/LDXC1) or Store Doubleword (SDC1/SDXC1) instructions, which reference a 64-bit double-
word.

These load and store operations are unformatted; no format conversions are performed and therefore no floating-point exc
tions can occur due to these operations.

5.9.1.2 Transfers Between FPU and CPU

Data can also be moved directly between the FPU and the CPU by using one of the following instructions:

e Move To CoprocessorMTC1)
* Move From Coprocessor(MFC1)
e Doubleword Move To CoprocessokRMTC1)
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e Doubleword Move From Coprocesso(lIMFC1)
Like the floating-point load and store operations, these operations perform no format conversions and never cause floating-

point exceptions. The instruction following a MTC1 or DMTC1 instruction can use the contents of the modified register. There
is no delay slot for a MTC1 or DMTC1 instruction.

5.9.1.3 Load Delay and Hardware Interlocks

The instruction immediately following a load can use the contents of the loaded register. In such cases the hardware interlocks
requiring additional real cycles; for this reason, scheduling load delay slots is desirable, although it is not requiied for fu
tional code.

5.9.1.4 Data Alignment

All coprocessor loads and stores reference the following aligned data items:

» For word loads and stores, the access type is always WORD, and the low-order 2 bits of the address must always be 0.

« For doubleword loads and stores, the access type is always DOUBLEWORD, and the low-order 3 bits of the address must
always be 0.

5.9.1.5 Endianness

Endianness refers to the order that bytes are stored in memory. In big-endian systems the byte reached with the lowest byte
address in a halfword, word, or double-word datum, will be the left-most byte. In a little-endian system the byte reached with
the lowest byte address in a halfword, word, or double-word datum, will be the right most byte.

Regardless of byte-numbering order (endianness) of the data, the address specifies the byte in the addressed field with the low
est byte address. The other byte or bytes in the datum can be reached with positive offsets from this base address.

5.9.2 Floating-Point Conversion Instructions

Conversion instructions perform conversions between the various data formats such as single- or double-precision, fixed- or
floating-point formats.

5.9.3 Floating-Point Computational Instructions

Computational instructions perform arithmetic operations on floating-point values, in registers. There are two categories of
computational instructions:

« 3-Operand Register-Typastructions, which perform floating-point addition, subtraction, multiplication, and division

» 2-Operand Register-Typestructions, which perform floating-point absolute value, move, negate, and square root opera-
tions

* 4-Operand Register-Type instructions, which perform floating-point multiply-add operations.

For a detailed description of each instruction, refer to the MIPS IV instruction set manual.
5.9.3.1 Branch on FPU Condition Instructions

The Branch on FPU (coprocessor unit 1) condition instructions that can test the result of the FPU compare (C.cond) instruc-
tions. For a detailed description of each instruction, refer to the MIPS IV instruction set manual.

5.9.3.2 Floating-Point Compare Operations

The floating-point compare (C.fmt.cond) instructions interpret the contents of two FPU refgstdrim (the specified format
(fmf) and arithmetically compare them. A result is determined based on the comparison and cocdiitpspécified in the
instruction.
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Table 5.13: lists the mnemonics for the compare instruction conditions.

Table 5.13: Mnemonics and Definitions of Compare Instruction Conditions

Mnemonic Definition Mnemonic Definition
T True F False
OR Ordered UN Unordered
NEQ Not Equal EQ Equal
OLG Ordered or Less Than or Greater Than UEQ Unordered or Equal
UGE Unordered or Greater Than or Equal oLT Ordered Less Than
OGE Ordered Greater Than ULT Unordered or Less Than
UGT Unordered or Greater Than OLE Ordered Less Than or Equal
OGT Ordered Greater Than ULE Unordered or Less Than or Equal
ST Signaling True SF Signaling False
GLE Greater Than, or Less Than or Equal NGLE Not Greater Than, or Less Than or Equal
SNE Signaling Not Equal SEQ Signaling Equal
GL Greater Than or Less Than NGL Not Greater Than or Less Than
NLT Not Less Than LT Less Than
GE Greater Than or Equal NGE Not Greater Than or Equal
NLE Not Less Than or Equal LE Less Than or Equal
GT Greater Than NGT Not Greater Than

5.10 FPU Instruction Pipeline Overview

The FPU provides two execution units that parallel the integer ALU.

The FP Load/Store unit executes the memory transactions, and cfcl/ctcl/mfcl/mtcl/conditional move instructions for the
FPU. The FP Load/Store unit uses a 5-stage pipeline similar to the integer ALU. In this pipeline, the FP register updates oc
in the W stage.

The second execution unit is called the FP ALU. The FP ALU is comprised of the FP Multiply/Add unit and the Divide/Sqrt
unit.The Divide/Sqrt unit executes divide, square root, reciprocal, and reciprocal square root instructions. The FP Multiply/
Add unit is used for all other FP ALU operations. The FP ALU uses a seven stage pipeline. The first five stages uses the sa
names as the integer pipeline. The X (eXtended) and E (End) stages are appended after the W stage. In this longer pipeline
FP register updates occur in the E stage.

The Multiply/Add unit has an internal 4-cycle pipeline. An instruction’s operands and operation enter this internal pipeline a
the A stage of the FP ALU. Once an instruction’s operation enters this internal pipeline, it always runs to completion withou
waiting for the stalls or slips that might be affecting the rest of the FP ALU. The completed result always leaves this interna
pipeline in either 4, 5 or 6 processor cycles. An instruction that uses the Multiply/Add unit can occupy the A stage of the FP
ALU for 1, 2, or 3 running (non-stalled) processor cycles. When a result is completed at the end of this internal gipeline, it
passed to the seven stage pipeline in one of the A, D, W, X or E stages

The FP Divide/Sqrt unit is not pipelined. Divide/Sqrt operands enter this unit in the A stage of the FP ALU. An instraction tha
uses this unit will only occupy the A stage for one running (non-stalled) cycle. Results from this unit can enter thgyseven sta
pipeline out of code order.

The FPU control logic schedules when the completed results from the different units can enter the seven stage pipeline to
update the registers. Once an instruction has entered the W stage, it is guaranteed to not cause an exception and will alwe
update it's destination register. To reduce the effects of this longer pipeline, bypass logic is used to forward an’'gstruction
results as soon as possible to subsequent instructions.
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5.10.1 Instruction Execution

Figure 5.9 illustrates the 7-instruction overlap in the FPU Multiply/Add unit.

One | One | One | One | One | One ‘ One
’ Cycle ‘ Cycle ‘ Cycle ‘ Cycle ‘ Cycle ‘ Cycle | Cycle ‘

| 11| 21 [1R][2R]1A|2A]1D|2D[1W[2wW] 1X | 2X | 1E | 2E |

| 1| 21 [1R|2R[1A]2A]1D[2D |1W]2w[1X | 2X |1E | 2E |

| 1] 21]1R|2R][1A]2A]1D]2D[1W][2wW]1X | 2X [1E | 2E]

| 1] 21 [1R[2R[1A[2A[1D[2D [aw|2w]| 1X | 2X | 1E | 2E]|

(11| 21[1R[2R[1A]2A]1D 2D [1W]2w]1X [ 2X [1E | 2E |

| 1] 21 [1R][2R]1A|2A]1D | 2D |1W[2w]| 1X[2X LE | 2E |

| 1] 21 [1R]2R]1A|2A]1D ] 2D |1W][2W] 1X]

Figure 5.9 FPU Instruction Pipeline

Figure 5.9 assumes that one instruction is completed every PCycle.

5.10.2 Instruction Execution Cycle Time

Unlike the CPU, which executes almost all instructions in a single cycle, more time may be required to execute FPU instruc-
tions.

Appendix A gives the minimum latency, in processor pipeline cycles, of each floating-point operation for the currently imple-
mented configurations. These latency calculations assume the result of the operation is immediately used in a succeeding oper-
ation.

5.10.3 Instruction Scheduling Constraints

The FPU control logic is kept from issuing instructions to the FPU ALU units (Multiply/Add and Divide/Sqrt) by the limita-
tions in their micro-architectures - a pipeline stage is already busy, the desired unit is already busy, operand registers are
ready, etc. An FPU ALU instruction can be issued at the same time as any other non-FP ALU instructions. This includes all
integer instructions as well as floating-point loads and stores.
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Section 6 Cache Organization and Operation

In order to keep the RM5200 high-performance pipeline full and operating efficiently, the RM5200 processors incorporate 0
chip primary instruction and primary data caches that can be accessed in a single processor cycle. Each cache has its owr
bit data path allowing both caches to be accessed simultaneously. The cache subsystem provides the integer and floating-y
units with an aggregate bandwidth of over 2GB per second.

This section describes the cache memory, its place in the RM5200 memory organization and individual operations of the pi
mary cache.

6.1 Memory Organization

Figure 6.1 shows the RM5200 system memory hierarchy. In the logical memory hierarchy, caches lie between the CPU an
main memory. The are designed to make the speedup of memory accesses transparent to the user. Each functional block ir
ure 6.1 has the capacity to hold more data than the block above it. For instance, physical main memory has a larger capac
than the primary cache. At the same time, each functional block takes longer to access than any block above it. Fdr instanc
takes longer to access data in main memory than in the CPU on-chip registers.

r— _— — ~— - — — — — — "I
| RM5200 |
| 5 A
| GPR’s FPR’s |2
(&)
| | @
| |
| ICache DCache | "
| 2
| Primary Cache | &
O
| | \/
L — — — — — — — - Faster Access Increasing Data
Time Capacity
Optional Secondary Cache A
(RM527x only)
Fea)
o
S
[}
Main Memory =
0
. ©
Disk, CD-ROM, g
Tape, etc. 2
5 \/
a

Figure 6.1 Logical Hierarchy of Memory
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6.2 Overview of Cache Operations

The primary caches (ICache and DCache) provide fast temporary data storage, and they make the speedup of memory accesses
transparent to the user. In general, the processor accesses cache-resident instructions or data through the following procedure
provides block diagrams of the RM5200 memory model.

1.
2.

The processor, through the on-chip cache controller, attempts to access the next instruction or data in the primary cache.

The cache controller checks to see if this instruction or data is present in the primary cache.
a. If the instruction/data is present, the processor retrieves it. This is called a primarkicache
b. If the instruction/data is not present in the primary cache (a caisBeit is retrieved as a cache line from memory

and is written into the primary cache.
The processor retrieves the instruction/data from the primary cache and the operation continues. For a data cache miss, the
processor can restart the pipeline after the first doubleword (the one at the miss address) is retrieved and continues the
cache line refill in parallel.

Data is maintained in two places simultaneously: main memory and the primary cache. Data is kept consistent through the use

of either a write-back or a write-through methodology. For a write-back cache, the modified data is not written back to mem-
ory until the cache line is replaced. In a write-through cache, the data is written to memory as the cached data is itiodified (w

a possible delay due to the write buffer).

Table 6.1: RM5200 Cache Attributes

Characteristics Instruction (ICache) Data (DCache) Secondary

Size 16KB (RM52x0) 16KB (RM52x0) 512KB to 2MB in powers
32KB (RM52x1) 32KB (RM52x1) of two

Set Associative 2-way 2-way direct mapped

Replacement Algorithm | cyclic cyclic direct

Line size 32B 32B 32B
VvAddr, o(RM52x0) VvAddry, o(RM52x0) pAddryg 5

Index VAddry5 o(RM52x1) VAddry5 o(RM52x1)

Tag pAddrss_12(RM52x0) pAddrss_12(RM52x0) pAddrss 19
pAddrss ;3(RM52x1) pAddrss ;13(RM52x1)

Write policy n.a. write-back/write through | block write through

Read transfer order sub-block sub-block sub-block

Write transfer order sequential sequential sequential

Miss restart following: Complete line First double n.a.

Parity Word Byte Byte

Cache locking Set A Set A none

6.3 RM5200 Cache Description

6.3.1 Organization of the Instruction Cache (ICache)

The RM5200 incorporates a two-way set associative on-chip instruction cache. This virtually indexed, physically tagged cache
is 16KB in size in the RM52x0 and 32KB in size in the RM52x1 and is protected with word parity.

Since the cache is virtually indexed, the virtual-to-physical address translation can occur in parallel with the cactiriaccess,
further increasing performance by allowing these two operations to occur simultaneously. The tag holds a 24-bit physical
address and a valid bit and has a single bit of parity protection.
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The instruction cache is 64-bits wide and can be accessed each processor cycle. Accessing 64 bits per cycle allows the ins
tion cache to supply two instructions per cycle to the superscalar dispatch unit. For typical code sequences where a floatin
point load or store and a floating-point computation instruction are being issued together in a loop, the entire bandiwidth av:
able from the instruction cache will be consumed.

Cache miss refill writes 64 bits per cycle to minimize the cache miss penalty. The line size is eight instructions (82 bytes) t
maximize the performance of communication between the processor and the memory system.

The RM5200 supports instruction cache locking. The contents of one set of the instruction cache, setléckeabheset-

ting the IL bit in the coprocessorSiatusRegister. Locking the set prevents its contents from being overwritten by a subse-
guent cache miss. Refill will occur only into set B. This mechanism allows the programmer to lock critical code into the cach
thereby guaranteeing deterministic behavior for the locked code sequence. Only non-invalid cache-lines can be locked. If a
cacheline within set A is invalid while set A is locked, that cache-line can be changed by subsequent instruction fetehes. Cac
lines within set A can be invalidated with a Cache-Op while locked.

Refer to Table 6.1: for Cache Attributes. Figure 6.2 shows the format of a primary Instruction Cache line.

27 23 065 6463 065 6463 065 6463 065 6463 0
|F|P|O|V|| PTag | |DataP Data | |DataP Data | |DataP Data | |DataP Data |
F FIFO replacement bit. Complemented on refill

P Even parity for the PTag and V fields

\% Tag valid bit

PTag 24-bit physical address tag (bits 35:12 of the physical address)
DataP Even parity; 1 parity bit per word of data
Data Cache Data

Figure 6.2 RM5200 Primary Instruction Cache Line Format

6.3.2 Organization of the primary Data Cache (DCache)

For fast, single cycle data access, the RM52x0 includes a 16KB on-chip data cache that is two-way set associative with a fi;
32-byte (eight words) line size. The RM52x1 has a 32KB on-chip data cache.

The data cache is protected with byte parity and its tag is protected with a single parity bit. It is virtually indexediand phy
cally tagged to allow simultaneous address translation and data cache access.

The normal write policy is write-back, which means that a store to a cache line does not immediately cause memory to be
updated. This increases system performance by reducing bus traffic and eliminating the bottleneck of waiting for each store
operation to finish before issuing a subsequent memory operation. Software can, however, select write-through on a per-p
basis when appropriate, such as for frame buffers. Software controls which cache policy to use through programming the T
cache coherency bhits.

Cache policies supported for the data cache:

* Uncached.Reads to addresses that are identified as uncached will not access the cache. Writes to such addresses will
written directly to main memory without updating the cache.

e Write-Back. Loads and instruction fetches will first search the cache, reading main memory only if the desired data is nc
cache resident. On data store operations, the cache is first searched to determine if the target address is cachie residen
is resident, the cache contents will be updated, and the cache line marked for later write-back. If the cache lookup miss
the target line is first brought into the cache and then the write is performed as above.

»  Write-Through with write allocate. Loads and instruction fetches will first search the cache, reading main memory only
if the desired data is not cache resident. On data store operations, the cache is first searched to determine if the target
address is cache resident. If it is resident, the cache contents will be updated and main memaory will also be written leavi
thewrite-backbit of the cache line unchanged. If the cache lookup misses, the target line is first brought into the cache ar
then the write is performed as above.

«  Write-through without write allocate. Loads and instruction fetches will first search the cache, reading main memory
only if the desired data is not cache resident. On data store operations, the cache is first searched to determini if the ta
address is cache resident. If it is resident, the cache contents will be updated and main memory will also be written leavi
thewrite-backbit of the cache line unchanged. If the cache lookup misses, then only main memory is written.
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The RM5200 supports data cache locking on a per set basis. The contents of one set of the primary data cache, set A, can be
lockedby setting the DL bit in the coprocessoBtatusRegister. Locking the set prevents its contents from being overwritten

by a subsequent cache miss. Refill will occur only into set B. This mechanism allows the programmer to lock critical data into
the cache thereby guaranteeing deterministic behavior for the locked data values. Only non-invalid cache-lines can be locked.
If a cacheline within set A is invalid while set A is locked, that cache-line can be changed by subsequent load instructions.
Stores that hit into the locked set are allowed to update the primary data cache. Cache lines within set A can be inthalidated w

a Cache-Op while locked.

Associated with the Data Cache is the store buffer. When the RM5200 executes a Store instruction, this single-entry buffer gets
written with the store data while the tag comparison is performed. If the tag matches, then the data is written into the Data
Cache in the next cycle that the Data Cache is not accessed (the next non-load cycle). The store buffer allows the RM5200 to
execute a store every processor cycle and to perform back-to-back stores without penalty. In the event of a store immediately
followed by a load to the same address, a combined merge and cache write will occur such that no penalty is incurred.

In the RM5200 the W (write-back) bit, not the cache state, indicates whether or not the primary cache contains modified data
that must be written back to memory.

Note: There is no hardware support for cache coherency. Thus the only cache states used are Dirty Exclusive
and Invalid.

Refer to Table 6.1: for primary Data Cache Attributes. Figure 6.3 shows the format of a primary Data Cache line.

23 071 6463 071 6463 071 6463 071 6463 0

[FwMP[sP] cs [PTag| [pataP| Data ||DataP| Data ||DataP| Data ||DataP| Data |
F FIFO replacement bit. Complemented on refill
w Even parity for the Writeback bit
w’ Writeback bit (set if cache line has been written)
P Even parity for the PTag and CS fields
SP Even parity for the CS field
CSs Primary cache state

00 = Invalid

01 = Shared

10 = Clean Exclusive; 11 = Dirty Exclusive .
PTag  24-bit physical address tag (bits 35:12 of the physical address)
DataP  Even parity; 1 parity bit per byte of data
Data  Cache Data

Figure 6.3 RM5200 Primary Data Cache Line Format
6.3.3 Accessing the Primary Caches

Figure 6.4 shows the virtual address (VA) index into the primary caches. For RM52x0 devices both instruction and data cache
size is 16K bytes. For Rm52x1 devices both instruction and data cache size is 32K bytes.

58 QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054
408.565.0300 408.565.0335 www.gedinc.com




RM5200™ Family, User Manual Cache Organization and Operation

- |
Data
Tags
Tag Line Data Line
—> _»
VA(11:0) VA(11:0)

| | | | |

YOV OvY |

W W' State Tag P i 64
Data

Figure 6.4 Primary Cache Data and Tag Organization
6.4 Primary Data Cache States

The following terms are used to describegtateof a primary data cache line:

« Exclusive.A cache line that is present in exactly one cache in the system is exclusive. This is always the case for the
RM5200. All cache lines are in an exclusive state.

« Dirty. A cache line that contains data that has changed since it was loaded from memory is dirty.
» Clean.A cache line that contains data that has not changed since it was loaded from memory is clean.

e Shared.A cache line that is present in more than one cache in the system. As the RM5200 does not provide for hardwa
cache coherency this state should never happen in normal operations.

The RM5200 only supports the four cache states as shown in Table 6.2:. The only states that will occur in the RM5200 und
normal operations are the Dirty Exclusive and Invalid states.

Note: Even though valid data is in the Dirty Exclusive state, it may still be consistent with memory. One must
look at the dirty bit, W, to determine if the cache line is to be written back to memory when it is replaced.

Table 6.2: Cache States

Cache Line State Description

Invalid A cache line that does not contain valid information must be marked invalid, and cannot be
used. A cache line in any other state than invalid is assumed to contain valid information.

Shared A cache line that is present in more than one cache in the system is shared. This state will not
occur for normal operations.

Clean Exclusive A clean exclusive cache line contains valid information and this cache line is not present in any
other cache. The cache line is consistent with memory and is not owned by the processor.
This state is used by the icache. This state will not occur for normal dcache operations.

Dirty Exclusive A dirty exclusive cache line contains valid information and is not present in any other cache.
The cache line may or may not be consistent with memory and is owned by the processor. Use
the W bit to determine if the line must be written back on replacement.

6.4.1 Primary Cache States

Each primary data cache line is normally in one of the following states:
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* Invalid
» Dirty Exclusive

Each primary instruction cache line is in one of the following states:

e Invalid
e Valid (Clean Exclusive)

6.5 Cache Line Ownership

The processor is the owner of a cache line when it is in the dirty exclusive state and is responsible for the conténts of that
There can only be one owner for each cache line.

The ownership of a cache line is set and maintained through the rules described as follows:

» A processor assumes ownership of the cache line if the state of the primary cache line is dirty exclusive.

« A processor that owns a cache line is responsible for writing the cache line back to memory if the line is replaced during
the execution of a Write-back or Write-back Invalidate cache instruction if the line is in a write-back page.

« Memory always owns clean cache lines.
» The processor gives up ownership of a cache line when the state of the cache line changes to invalid.

Therefore, based on these rules and that any valid data cache line is in the Dirty Exclusive state (under normal opérating cond
tions), the processor is considered to be the owner of the cache line.

6.6 Data Cache State Transition Diagrams

Cache state diagrams illustrate the cache state transitions for the primary data cache. Figure 6.5 shows the statéhdiagram of t
primary data cache.

When an external agent supplies a cache line, it need not return the initial state of the cache line, for normal opseiation. Thi
because the only read request the RM5200 should issue are for non-coherent data, and the lower three bits for the data identi-
fier are reserved. The initial state will automatically be set to Dirty Exclusive (DE) by the RM5200. Otherwise, the processor
changes the state of the cache line during one of the following events:

* A store to a dirty exclusive line remains in a dirty exclusive state.
» The state is changed to invalid for:

— A Cache invalidate operation.

— If the line is replaced

Write Hit
Read Hit

Index Invalidate

Hit Invalidate
Invalid Dirty
p-| Exclusive
Read Miss
Write Miss

(for write allocate)

Figure 6.5 Primary Data Cache State Diagram
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6.7 Secondary Cache

The RM527x provides support for an external Secondary cache. The Secondary cache interface is identical to the MIPS
R5000 secondary cache interface. The RM527x supports Secondary cache sizes of 512 K byte, 1 M byte, and 2 M byte. T
Secondary cache is direct-mapped and implements a block write-through protocol.

The RM527x uses theysAD bus for address and data communication with the Secondary cache and provides a dedicated
control interface which includes the following groups of signals:

e 16-bit Secondary cache line index (ScLine[15:0])

e 2-bit Secondary cache word index (ScLine[1:0])

» Eight enable signals for the Secondary cache tag and data RAMs
e Secondary cache valid signal (ScValid)

e Secondary cache tag match signal (ScMatch)

» Secondary cache block clear sighal (ScCLR)

For a complete listing of Secondary pins and pin descriptions, refer to Section 12, “System Interface Protocol”, of this manu
For specific timing information refer to the QED RM527x Datasheet.

In addition to block read and block write operations, the Secondary cache also performs single tag invalidate, block tag inv:
date, flash invalidate and tag probe operations. The single tag invalidate operation consists of writing to the tag RAM and
invalidating the line in question by clearing the appropriate valid bit. This operation is done usimtgihé oad_TagCache
instruction with a zero in thiaglo register. Block invalidates are the results of executing#ue_InvalidateCacheinstruc-

tion with a zero in théaglo register. Single invalidates take two cycles on the system interface to execute. Block invalidates
take 129 cycles on the system interface to invalidate 128 tag positions in the tag RAM. Invalidates are the only Secondary
cache operations that can occur back-to-back.

The Secondary cache flash invalidate operation allows for the invalidation of an entire secondary cache in one operation. T
operation is accomplished by clearing an entire column of tag RAM valid bits. However, in order to support this operation th
tag RAM must support a flash clear of the valid bit column.

The Secondary cache tag RAM probe is similar to a tag RAM read operation. The RM527x asserts the Secondary cache d
and chip enables in the same clock that the address and line index busses are driven. The RM527x then tBystAfes the

bus. One clock later the RM527x drives the tag RAM output enable and the tag RAM drives the tag information onto the
SysAD bus.

The Secondary cache can be disabled by software by cleari@gifig. SE bit. Software can read tl@onfig.SChbit to check
for the existence of the Secondary cache before initializing/flushing the cache.

6.7.1 Secondary Cache Organization

The Secondary cache is a direct-mapped cache that contains instruction and data information. The RM527x supports Secc
ary cache sizes of 512 Kbytes, 1Mbytes, and 2 Mbytes. Each indexed location in the cache contains four 64-bit doubleworc
protected by byte parity. Each time the cache is indexed, the tag and data portion of each set are accessed. The tag addre
compared against the translated portion of the virtual address to determine if the data resides in the cache.
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Tag Data
Index 0 | | |
Index n [ T 1
n= 16,383 for 512 Kbyte configuration < >
n= 32,767 for 1 Mbyte configuration 32 bytes + tag
n= 65,535 for 2 Mbyte configuration (1 cache line)

Figure 6.6 Secondary Cache Organization

Figure 6.6 shows the organization of the Secondary cache. When the Secondary cache is indexed, each location contains a sin-
gle cache line. Each cache line consists of 32 bytes of data protected by byte parity, a 17-bit physical tag address, and a tag
valid bit. Figure 6.7 shows the Secondary cache line format.

21191817 0 71 6463 071 6463 071 6463 071 6463 0
| CS |P|STag| |DataP Data | |DataP Data | |DataP Data | |DataP Data
CSs Secondary cache state
000 = Invalid
100 = Valid

All other values reserved

P Tag parity. Provides even parity for the STag and CS fields
STag 17-bit Secondary cache tag (bits 35:19 of the physical address)
DataP Even byte parity; 8 parity bit per doubleword of data

Data Cache Data

Figure 6.7 Secondary Cache line Format

6.7.2 Accessing the Secondary Cache

The Secondary cache is only accessed on a primary cache miss. Once the processor has determined that the requested address
does not match the corresponding primary cache tag, a Secondary cache access is initiated. The Secondary cache is physically

indexed and physically tagged. The size of the index field varies depending on the size of the Secondary cache implemented.
All three Secondary cache sizes are shown in Figure 6.8.

SysAD Address
Secondary Cache
35 212019 18 54 32 0
Tag Address Index Dword | Byte ‘ Tag|Data

512 Kbyte cache
1 Mbyte cache
2 Mbyte cache

A4

Tag|Data

Figure 6.8 Accessing the Secondary Cache

The lower bits of address are used for indexing the data cache as shown in Figure 6.8. Bits 18:5 are used for indexing a 512
Kbyte configuration. Bits 19:5 are used for indexing a 1 Mbyte configuration. Bits 20:5 are used for indexing a 2 Mbyte con-
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figuration. Within each indexed entry there are four 64-bit doublewords of data. Bits 4:3 are used to index one of these four
doublewords. Bits 2:0 are used to index one of the eight bytes within each doubleword.

The Secondary cache is accessed simultaneously with main memory to minimize the overall main memory latency. If the d:
is found in the Secondary cache, the main memory access is simply aborted. However, if the data is not found in the Seconc
cache, the main memory access has already begun and data can be retrieved as quickly as possible.

6.7.3 Secondary Cache States

The RM527x supports two Secondary cache states. These states are visible in bits 12 TdybbtRegister (Secondary
cache format) after aNDEX_LOAD_TAG_EC CACHE instruction. The encoding is as follows:

e Invalid (000): A cache line that does not contain valid information is marked invalid and cannot be used. A cache line in
any other state than invalid is assumed to contain valid information.

e Valid (100): A valid cache line contains valid information. A valid cache state is defined as a line that is in any state othe
than invalid.

Read Miss,
Write Miss
(for write-allocate)
Read hit,
Invalid | [ Valid Write hit

«

Flash Invalidate,
Index Store Tag,
Page Invalidate

Figure 6.9 Secondary Cache State Transitions

Figure 6.9 shows a cache state transition diagram for the Secondary cache
6.8 Cache Coherency Overview

Systems using more than one master must have a mechanism to maintain data consistency throughout the system. This m
nism is called a cache coherency protocol. The RM5200 does not provide any hardware cache coherency. Cache coheren
must be handled with software.

6.8.1 Cache Coherency Attributes

Cache coherency attributes are necessary to ensure the consistency of data throughout the system.

Bits in the translation look-aside buffer (TLB) control coherency on a per-page basis. Specifically, the TLB containg 3 bits pe
entry that provide 8 possible coherency attribute types. Four are reserved (see Table 4.5:, “Cacheability and Coherency
Attributes,” on page 27). The available types are shown in Table 6.3::

Table 6.3: RM5200 Cache Coherency Attributes

Attribute Type Coherency Code

Noncoherent Write-through without write-allocate 0

Noncoherent Write-through with write-allocate 1
Uncached 2
Noncoherent Writeback 3

Refer to Table 4.5:, “Cacheability and Coherency Attributes,” on page 27 for complete encodings of the different cache coh
ency attributes.
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6.8.2 Uncached

Lines within anuncachedpage are never in a cache. When a page has the uncached coherency attribute, the processor issues a
doubleword, partial-doubleword, word, or partial-word read or write request directly to main memory (bypassing the cache)
for any load or store to a location within that page.

6.8.3 Noncoherent Writeback

Lines with theWritebackattribute can reside in any cache. On a primary data cache store hit, data are written only to the pri-
mary data cache. Data are returned to the secondary cache and main memory only when a dirty cache line is flushed from
cache, either by a read that displaces this cache location, or by a block writeback cacheop.

This mode allows the primary data cache to be filled on either a load miss or a store miss. On a primary cache load miss or

store miss, the RM527x checks the secondary cache for the requested address. For maximum performance, the RM527x
accesses the secondary cache and main memory simultaneously with a block read request. If the requested data are present in
the secondary cache, data are fetched and written to the primary cache and the pending memory access is aborted. If the
requested data are not present in the secondary cache, the main memory access has already begun and data are fetched as soon
as it becomes available. Once available the data are written to secondary and primary data caches.

Once in primary data cache, for a load miss the requested data is then moved to the register file. For a store miss, the doubl
word, partial doubleword, word, or partial word data are written to the primary data cache. Data are returned to main memory
only when the line is flushed from primary cache, either by a read that displaces this cache location, or by a block writeback
cacheop.

6.8.4 Noncoherent Write-through with Write-allocate

Lines with a noncoheremirite-through with write-allocatattribute type can reside only in the primary caches. On a load hit,
data are fetched from the primary data cache to the register file.

On a load miss, data are fetched from main memory with a block read request and are written only to the primary data cache.
The secondary cache is not accessed.

On a primary data cache store hit, doubleword or parital doubleword data are written to both the primary data cache and main
memory. The secondary cache is not accessed.

On a primary data cache store miss, the corresponding cache line is fetched from main memory, modified with the store data,
and then the doubleword or partial double-word data are written to main memory using non-block protocol.

6.8.5 Noncoherent Write-through without Write-allocate

Cache lines with &Vrite-through without Write-allocatattribute type can reside only in the primary data cache. A load miss
causes the processor to issue a block read request to a location within the cached page. This mode allows the primary data
cache to be filled on a load miss but not on a store miss. A primary cache store hit causes data to be written to bati the prim
data cache and main memory simultaneously. The secondary cache may be modified only during a line fill and then only due
to the writeback of a displaced cache line. Partial (non-blocking) stores are never written to the secondary cache.

On a primary cache load miss, data are fetched from main memory with a block read request and are written only to the pri-
mary data cache. The secondary cache is not accessed.

On a primary cache store miss, data are sent to main memory. The primary cache is not filled. The secondary cache is not
accessed.
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Table 6.4: Cache Events and Coherency Behavior

Cache Coherency Attribute
Event 0 ! 2 3
WIT with- WIT with Uncached, WEB
out W/A WI/A Blocking
Dcache lookup Yes Yes No Yes
Fill Dcache on load miss Yes Yes No Yes
Fill Dcache on store miss No Yes No Yes
Store data modifies? (1) Q) MM only 2)
Load miss, lookup Scache. If No No No Yes
Scache miss, fill Scache
Store miss, lookup Scache. If No No No Yes
Scache miss, fill Scache
Dcache WB, line written back to No WB’s No WB’s No WB’s Yes (4)
the Scache
Dcache WB, written back to main No WB'’s No WB’s No WB'’s Yes (4)
memory
Weakly Ordered Memory Model Yes Yes No Yes
(load and stores can occur out of
program order)

Note 1:  Primary data cache and main memory are modified simultaneously. Second-
ary cache may be modified only during line fills by primary cache displace-
ments. Partial stores do not modify the secondary cache.

Note 2:  Only the primary data cache is modified directly. Main memory is modified only
on block writebacks. The secondary cache is modified only for block write-
backs and line fills. Partial stores do not modify the secondary cache.

Note 3:  Only the primary data cache is modified directly. Main memory is modified only
on block writebacks. The secondary cache is never modified in this mode.

Note 4:  Data is written back to the secondary cache only if the secondary cache con-
tains the cache line.

6.9 Secondary Cache Configuration

A Secondary Cache Configuration is only applicable to the RM527x. References are made below to section 4.4.2.8 (Config
Register) and Table 9.2: (Boot Mode Settings).

The existence of a secondary cache is loaded in at boot time via the serial mode bit [12] and is reflected in CPO @mfig regis
SChit [17]. WhenSChbit = 0, secondary cache is present.

The secondary cache is enabled or disable by seting or clearing CP0 config 8&gh#tfr2]. WhenSEbit = 1, the secondary
cache is enabled. TI®EDbit is cleared at reset. When the secondary cache is enabled by set8adit¢he state of the
cache is undefined, thus software must explicitly invalidate the entire secondary cache before using it.

If no secondary cache is present, or the secondary cache is disabled, the processor drives all secondary cache signals to
inactive state. If no secondary cache is preser¢hatch andScDOE* signals become don’t-care inputs and must be termi-
nated to valid logic levels. If the secondary cache is present and enabled, BgsADE signals must implement valid parity
during block read responses.

The doublewords transferred 8ysAD during secondary cache block read transactions are in sub-block order. The double-
words transferred 08ysAD during secondary cache block write transactions are in sequential order.

The secondary cache synchronous burst SRAM type is specified by the boot time serial mode bit [15]. Bit [15] = 1 indicate
single cycle deselect (SCD) SRAM timing; bit [15] = 0 indicates dual cycle deselect (DCD) SRAM timing. The difference
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between these two settings is in the timing of the si§oBICE* on a secondary cache read hit. As Figure 11.21 shows, with
ScDCE* asserted at t1 time and bit [15] =S5DCE* is negated at t5 time. Inversely, if bit [15] =SKDCE* is negated at t6
time. Boot time mode bit [15] = 1, allows for the use of commodity SRAM devices in the system design.

The size of the secondary cache is set by the system design. The size can be from 512KB, 1MB or 2MB. The external cache
size may be indicated to the system software by the boot time serial mode bit [17:16]. The state of these bits haws no effect
the hardware other then being reflected in CPO config register bits [21:20]. Therefore the system designer is freelt® choose t

encoding of these bits.

Figure 6.10 shows a block diagram of how a secondary cache might be configured for the RM527x processor.

ScValid

Viod >
ode
ROM RM527x

ScLine [15:0]

ATAlA Seword [L:0] *
Y

SysAD |
Osc -

* ScDCE*

y

Data
ScCWE*
ScooEr P RAM

Clock SysClock g 72

Buffer F— SySAD[71:0] [<eg—~—

ScCLR*
ScTOE* 17

SCCWE* SysAD[35:19] | eg~—

ScTCE*
SysClock Tag RAM -t

ScTDE*

l

|

LAA

|

ScMatch

Yyvyy

External ) .
SysAD [63:0 SysADC [7:0
Agent |- yorD [0 Syert [T

Figure 6.10 Secondary Cache Block Diagram

6.9.1 SRAM

The data RAMs are pipelined synchronous burst SRAMs with registered inputs and outputs. The chip enable and write enable
signals are pipelined. The output enable signal is asynchronous. Figure 6.11 shows a block diagram of such a data RAMs.
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ScLine[15:0] D Addr
- ———Q|CE
ScDCE* D DQ
O WE
ScCWE* D D Q— 256Kx18
SRAM Array
SysAD[17:0] Data Data
YSADILTO) PQ In Out D Q3
SysClock >

ScDOE* £

Figure 6.11 Data RAM Block Diagram

As illustrated in the above block diagrams, the RAMs synchronously enable their outputs two cycles after a read operation
issued, and synchronously disable their outputs two cycles after the end of a read operation.

The tag RAM has the same architecture as the data RAM with the addition of a load enable signal for the data input registe
and a registered comparator output of the data input register and the RAM array. The tag RAM may optionally support a fla
clear of the valid bit column. Figure 6.12 shows a block diagram of the tag RAM.

Column
ScCLR* D Flash Clear
[
ScLine D Addr
[15:0]
[ ———(QJCE
ScTCE* D D Q
O WE
ScCWE* D D Q— 64Kx18
SRAM Array
ScValid/
SysAD[35:19] Data Data
pd RS e
ScTDE*
SysClock P>

SCTOE* >
COMPARE D Q—T ScMatch

ScMOE*
L
Figure 6.12 Tag RAM Block Diagram
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The Secondary cache Match Output Enable (ScCMOE?*) signal would normally be generated by an ASIC. Here it is simply
grounded.

6.10 RM5200 Processor Synchronization Support

In a multiprocessor system, it is essential that two or more processors working on a common task execute without corrupting
each other’s subtasks. Synchronization, an operation that guarantees an orderly access to shared memory, must be imple-
mented for a properly functioning multiprocessor system. Two of the more widely used methods are discussed here: test-and-
set, and counter. Even though the RM5200 does not support symmetric multi-processing (SMP), these are useful for multi-
master and heterogeneous multi-processing.

Synchronization is also essential when multiple threads/tasks are sharing variables.

6.10.1 Test-and-Set

Test-and-set uses a variable calledgbmaphorewhich protects data from being simultaneously modified by more than one
processor. In other words, a processor can lock out other processors from accessing shared data when the processor is in a
ical section a part of program in which no more than a fixed number of processors is allowed to execute. In the case of test-
and-set, only one processor can enter the critical section.

Figure 6.13 illustrates a test-and-set synchronization procedure that uses a semaphore; when the semaphore is set to 0, the
shared data is unlocked, and when the semaphore is set to 1, the shared data is locked.

The processor begins by loading the semaphore and checking to see if it is unlocked (set to 0) in steps 1 and 2. If the sema-
phore is not 0, the processor loops back to step 1. If the semaphore is 0, indicating the shared data is not lockedpthe proces
next tries to lock out any other access to the shared data (step 3). If not successful, the processor loops back to step 1, and
reloads the semaphore.

If the processor is successful at setting the semaphore (step 4), it executes the critical section of code (step 5¢emskgains a
to the shared data, completes its task, unlocks the semaphore (step 6), and continues processing.
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v

1. Load semaphore

2. Unlocked?
(=0)

3. Try locking semaphores

No

Yes

5. Execute critical section
(Access shared data)

v

6. Unlock semaphore

v

Continue processing

Figure 6.13 Synchronization with Test-and-Set
6.10.2 Counter

Another common synchronization technique usesumter A counteris a designated memory location that can be incre-
mented or decremented.

In the test-and-set method, only one processor at a time is permitted to enter the critical section. Using a colsfan-up to
cessors are allowed to concurrently execute the critical section. All processors afttbrghecessor must wait until one of
theN processors exits the critical section and a space becomes available.

The counter works by not allowing more than one processor to modify it at any given time. Conceptually, the counter can b
viewed as a variable that counts the number of limited resources (for example, the number of processes, or software licens
etc.).
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e '

Load Counter Execute critical
section

No ‘ L
Load Counter

Yes +

Try Decrementing Try incrementing
Counter Counter
Yes Yes

Continue processing

Figure 6.14 Synchronization Using a Counter
6.10.3 Load Linked and Store Conditional

The RM5200 instructionsoad LinkedLL ) andStore Conditiona(SC) provide support for processor synchronization. These
two instructions work very much like their simpler counterparts, load and storeLTimstruction, in addition to doing a sim-
ple load, has the side effect of setting a bit calleditikebit. This link bit forms a breakable link between the instruction

and the subseque8C instruction. ThesC performs a simple store if the link bit is set when the store executes. If the link bit
is not set, then the store fails to execute. The success or failureSat tiséndicated in the target register of the store. The link
is broken upon completion of #RET (return from exception) instruction.

The most important featureslof andSC are:

» They provide a mechanism for generating all of the common synchronization primitives including test-and-set, counters,
sequencers, etc., with no additional overhead.

« When they operate, bus traffic is generated only if the state of the cache line changes; lock words stay in the cache until
some other processor takes ownership of that cache line.

Figure 6.15 shows how to implement test-and-set usingndSC instructions; Figure 6.16 shows synchronization using a
counter implemented withL andSC instructions.
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Figure 6.15 Test-and-Set using LL and SC
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v
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Figure 6.16 Counter Using LL and SC
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Section 7 RM5200 Processor Bus Interface

The RM5200 processors provide an efficient system interface for the transfer of instruction and data between the processor
the system. This interface is compatible with the R4600, R4700, and the R5000 system interfaces.

The RM5200 uses the SysClock input to synchronize all bus transactions with itself. It multiplies SysClock by an integer
between 2 and 8, inclusive, to produce the internal pipeline clock.

The processor bus interface consists of an Address/Data bus (32-bits for the RM523x; 64-bits for the RM526x/7x) with che
bits (4-bits for the RM523x; 8-bits for the RM526x/7x) and a 9-bit command bus. In addition, there are 6 handshake signals
and 6 interrupt signals. The interface has a simple timing specification and is capable of transferring data between the proc
sor and memory.

In addition, the RM527x has an integrated cache controller, which can be used to implement an external, unified, write-
through secondary cache. The RM527x support secondary cache sizes of 512KB, 1MB, and 2MB.

7.1 Interface Buses

Figure 7.1 shows a typical embedded system using the RM5200. In this example, a bank of DRAMs and a memory control
ASIC share the processof&ysAD bus while the memory controller provides separate ports to a boot ROM and an 1/0O system

Address
-
Flash/
DRAM Boot
ROM
Control
-
A
Y X X
Latch
A
- v > Memory 1/0
RM5200 ? SysAD/SysADC Controller ASIC
I - System Bus

Secondary Cache

(Optional for RM527x
Scline, etc. | only)

Figure 7.1 Typical Embedded System Block Diagram
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7.2 RM5200 Processor Signal Descriptions

The signals used by the RM5200 include the System interface, the Clock interface, the Interrupt interface, the JoinhTest Actio
Group (JTAG) interface, and the Initialization interface. The RM527x has the additional signals for the Secondary Cache Inter-
face.

Signals are listed in bold, and low active signals have a trailing asterisk—for instance, the low-active Read Ready signal is
RdRdy*. The arrows used for each signal tells if the signal is an input (the processor receives it), an output (the processor
sends it out), or bidirectional.

Figure 7.2 illustrates the functional groupings of the processor signals for the RM526x/7x. The Secondary Cache Interface
only applies to the RM527x. The RM523x is identical to the RM526x excefyBADis only 32 lines $ysAD[31:0) and
SysADCis only 4 lines $ysADC[3:0).

64
SysAD[63:0] <«—~» 6 )
. ~—— Int[5:0] Ss
SysADC[7:0] <—*—» «—— NMI* L
9
SysCmd[8:0] <> ]
@ — > ModeClock
8 SysCmdP -~ c
= y <—— Modeln S o
- = Q
£ Validin* —> <«——— BigEndian .g £
£ s g
2 ValidOut* - ~~———  VccOk =
g =
n ExtRgst* — <«——— ColdReset*
Release* <«— RM5200 |<—— Reset*
RdRdy* — | Logic
WrRdy* > Symbol JTDI ]
I [}
> JTDO Q8
<«~——  JTMS 52
§ SysClock — JTCK —
£ VccP — 16 o
" ~7~> ScLine[15:0] | ¢
8 2 “
2 VssP - <7 ScWord[1:0] | &
L 5 3
—7—>  ScCWE*1:0] ;C) 2
L2 ScDCE*[1:0] £ O
<«—  ScDOE* c X
——>  ScTCE* Qo
— » ScTDE* g =
L »  ScCTOE* 2o
— » ScCLR* 3
D ScValid %
<  ScMatch
Figure 7.2 RM526x/7x Processor Signals
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7.3 System Interface Signals

System interface signals provide the connection between the RM5200 processors and the other components in the system
Table 7.1: lists the system interface signals.

7.3.1 System Address/Data Bus

The System Address Dat8y(SAD) bus is used to transfer addresses and data between the RM5200 and the rest of the systel
The SysAD for the RM523x is 32-bits and for the RM526x/7x it is 64-bits. $igADis protected with a parity check bus,
SysADC. SysADC s 4-bits for the RM523x and 8-bits for the RM526x/7x.

The system interface is easily configurable to allow easy interfacing to memory and I/O systems of varying frequencies. Th
data rate and the bus frequency at which the RM5200 transmits data to the system interface are programmable at boot time
mode control bits. Also, the rate at which the processor receives data is fully controlled by the external device. Therefore,
either a low cost interface requiring no read or write buffering or a faster, high performance interface can be designed to co
municate with the RM5200.

7.3.2 System Command Bus

The RM5200 interface has a 9-bit System Comm&ydCmd bus. The command bus indicates whetheSy@AD bus car-

ries an address or data. If tBgsAD carries an address, then 8y¢sCmdbus also indicates what type of transaction is to take
place (for example, a read or write). If tAgsADcarries data, then tf&ysCmdbus also gives information about the data (for
example, this is the last data word transmitted, or the data contains an err@ysThedbus is bidirectional to support both
processor requests and external requests to the RM5200. Processor requests are initiated by the RM5200 and responded
an external device. External requests are issued by an external device and require the RM5200 to respond.

The RM5200 supports one to eight byte and block transfers @y#&#f bus. In the case of a sub-double word transfer, the
three low-order address bits give the byte address of the transfer, @y$@madbus indicates the number of bytes being
transferred.

7.3.3 Handshake Signals

There are six handshake signals on the system interface. Two ofRH&sl* andWrRdy* , are used by an external device
to indicate to the RM5200 whether it can accept a new read or write transaction. The RM5200 samples these signals befor
deasserting the address on read and write requests.

ExtRqgst* andRelease*are used to transfer control of thgsAD andSysCmdbuses from the processor to an external device.
When an external device needs to control the interface, it aEséRgst*. The RM5200 responds by assertitgjease*to
release the system interface to slave state.

ValidOut* andValidin* are used by the RM5200 and the external device respectively to indicate that there is a valid com-
mand or data on th8ysAD andSysCmdbuses. The RM5200 assevididOut* when it is driving these busses with a valid
command or data, and the external device diedisiin* when it has control of the buses and is driving a valid command or
data.

Table 7.1: System Interface Signals

Name Definition Direction Description
SysAD(63:0) System address/data bus | Input/Output Address and data bus for communication between the pro-
RM526xI7x cessor and an external agent.
SysAD(31:0)
RM523x
SysADC(7:0) System address/ Input/Output Bus containing parity for the SysAD bus during data cycles.
RM526x1 7x data check bus
SysADC(3:0)
RM523x
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Name Definition Direction Description
SysCmd(8:0) System command/data | Input/Output A 9-bit bus for command and data identifier transmission
identifier bus between the processor and an external agent.

RdRdy* Read ready Input An external agent asserts RdRdy* to indicate that it can
accept a processor read.

WrRdy* Write ready Input The external agent asserts WrRdy* when it can accept a pro-
cessor write request.

ExtRgst* External request Input An external agent asserts ExtRgst* to request use of the Sys-
tem interface. The processor grants the request by asserting
Release*.

Release* Release interface Output In response to the assertion of ExtRqst*, the processor

asserts Release*, signalling to the requesting device that the
System interface is available.

ValidIn* Valid input Input The external agent asserts Validin* when it is driving a valid
address or data on the SysAD bus and a valid command or
data identifier on the SysCmd bus.

ValidOut* Valid output Output The processor asserts ValidOut* when it is driving a valid
address or data on the SysAD bus and a valid command or
data identifier on the SysCmd bus to the external agent.

SysCmdP Reserved for System Input/Output Unused on input and zero on output. This signal is defined to
command/data identifier maintain R4000 compatibility.
bus parity

7.4 Clock Interface Signals

The Clock interface signals make up the interface for clocking. Table 7.2: lists the Clock interface signals.

Table 7.2: Clock Interface Signals

Name Definition Direction Description

SysClock System Clock Input Master clock input used as the system interface reference
clock. Pipeline operation frequency is derived by multiplying
this clock up by the factor selected during boot initialization.

VccP Quiet Vcc for PLL Input Quiet Vcc for the internal phase locked loop (see Appendix E).

VssP Quiet Vss for PLL Input Quiet Vss for the internal phase locked loop (see Appendix E).

7.5 Secondary Cache Interface Signals

Secondary Cache interface signals constitute the interface between the RM527x processor and secondary cache. Table 7.3:
lists the Secondary Cache interface signals in alphabetical order.

Table 7.3: Secondary Cache Interface Signals

Name Definition Direction Description
ScCLR* Secondary Cache Flash | Output Clears all valid bits in those Tag RAMs which support this
Clear function.
ScCWE*(1:0) Secondary Cache Write | Output Asserted during writes to the secondary cache. Two signals
Enable are provided to minimize loading from the cache RAMSs.
ScDCE*(1:0) Data RAM Chip Enable | Output Chip Enable for Secondary Cache Data RAM. Two signals are
provided to minimize loading from the cache RAMs.
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Name Definition Direction Description
ScDOE* Data RAM Output Enable | Input Asserted by the external agent to enable data onto the SysAD
bus
ScLine (15:0) Secondary Cache Line Output Cache line index for secondary cache
Index
ScMatch Secondary cache Tag Input Asserted by Tag RAM on Secondary cache tag match
Match
ScTCE* Secondary cache Tag Output Chip enable for secondary cache tag RAM.
RAM Chip Enable
ScTDE* Secondary cache Tag Output Data Enable for Secondary Cache Tag RAM.
RAM Data Enable
ScTOE* Secondary cache Tag Output Tag RAM Output enable for Secondary Cache Tag RAM
RAM Output Enable
ScWord (1:0) Secondary cache Word | Input/Output Determines the double-word within the indexed secondary
Index cache Index
ScValid Secondary cache Valid Input/Output Always driven by the CPU except during a CACHE Probe
operation, where it is driven by the Tag RAM.
7.6 Interrupt Interface Signals

The Interrupt interface signals make up the interface used by external agents to interrupt the RM5200 processor. Table 7.4: |
the Interrupt interface signals.

Table 7.4: Interrupt Interface Signals
Name Definition Direction Description
Int*(5:0) Interrupt Input General processor interrupts, bit-wise ORed with bits 5:0 of
the interrupt register.
NMI* Nonmaskable interrupt Input Nonmaskable interrupt, ORed with bit 6 of the interrupt regis-
ter.
7.7 Initialization Interface Signals

The Initialization interface signals make up the interface by which an external agent initializes the processor operating para
eters. The fundamental operational modes for the processor are initialized by the boot-time mode control interface. The bo
time mode control interface is a serial interface operating at a very low freq@m&ig¢ckdivided by 256). The low fre-

guency allows the initialization information to be kept in a low cost EPROM,; alternatively the twenty or so bits could be gen:
erated by the system interface ASIC.

Immediately after the VccOk signal is asserted, the processor reads a serial bit stream of 256 bits to initialize athére funda
tal operation modeddodeClock runs continuously from the assertionvafcOk.

Table 7.5: lists the Initialization interface signals.
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Table 7.5; Initialization Interface Signals

Name Definition Direction Description

BigEndian Endian Mode Select Input Allows the system to change the processor addressing mode
without rewriting the mode ROM. If endianness is to be speci-
fied via the BigEndian pin, program mode ROM bit 8 to zero.
If endianness is to be specified by the mode ROM, ground the

BigEndian pin.

ColdReset* Cold reset Input This signal must be asserted for a power on reset or a cold
reset. ColdReset * must be deasserted synchronously with
SysClock .

ModeClock Boot mode clock Output Serial boot-mode data clock output; runs at the system clock
frequency divided by 256: (SysClock /256).

Modeln Boot mode data in Input Serial boot-mode data input.

Reset* Reset Input This signal must be asserted for any reset sequence. It may

be asserted synchronously or asynchronously for a cold reset,
or synchronously to initiate a warm reset. Reset* must be
deasserted synchronously with SysClock .

VccOk Vce is OK Input When asserted, this signal indicates to the processor that the
+3.3 volt power supply has been above 3.0 volts for more than
100 milliseconds and will remain stable. The assertion of
VcceOk initiates the reading of the boot-time mode control
serial stream.

7.8 JTAG Interface Signals

The RM5200 interface supports JTAG boundary scan in conformance with IEEE 1149.1. The JTAG interface is especially
helpful for checking the integrity of the processors pin connections. Table 7.6: lists the JTAG interface signals.

Table 7.6: JTAG Interface Signals

Name Definition Direction Description

JTDI JTAG Data In Input Data is serially scanned in through this pin.

JTCK JTAG Clock input Input The processor accepts a serial clock on JTCK. On the rising
edge of JTCK, both JTDI and JTMS are sampled.

JTDO JTAG Data Out Output Data is serially scanned out through this pin on the falling
edge of JTCK.

JTMS JTAG Mode Select Input JTAG command signal, indicating the incoming serial data is
command data.

78 QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054
408.565.0300 408.565.0335 www.gedinc.com




RM5200™ Family, User Manual Clock Interface

Section 8 Clock Interface

8.1 Basic System Clocks

The various clock signals used in the RM5200 processors are described below, star@yg@litick upon which the proces-
sor bases all internal and external clocking.

8.1.1 SysClock

The processor bases all internal and external clocking on the Siygfldockinput signal.

8.1.2 PClock

The processor generates an internal clock, PClock, at the initialization-interface-specified frequency mulbipti€tank
and phase-aligned ®ysClock All internal registers and latches U€lock.

8.1.3 Alignment to SysClock

* Processor output data changes a minimumyg{ris and becomes stable a maximum gfis after the rising edge of

SysClock This drive-time is the sum of the maximum delay through the processor output drivers together with the maxi
mum clock-to-Q delay of the processor output registers.

+ Processor input data must be stable for a maximurgaisibefore the rising edge $fsClockand must remain stable a
minimum of Ty, ns after the rising edge 8fsClock

8.1.4 Phase-Locked Loop (PLL)

The processor aligriRClock andSysClockwith internal phase-locked loop (PLL) circuits that generate aligned clocks. By
their nature, PLL circuits are only capable of generating aligned clocky$@lockfrequencies within a limited range.

Clocks generated using PLL circuits contain some inherent inaccuracy, or jitter; a clock aligriegs®@itickby the PLL can
lead or trailSysClockby as much as the related maximum jittgrallowed by the individual vendor. The, parameter must

be added to thegf, Ty and T, parameters, and subtracted from thg, Parameters to get the total input and output timing
parameters.

Figure 8.1 shows th®ysClocktiming parameters.

Tch Tcl ‘

Ter  Tef iTii

Figure 8.1 SysClock Timing

8.1.5 Input and Output Timing Diagrams

Figure 8.2 shows the input timing parameters.
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SysClock

Data Data >

Figure 8.2 Input Timing

Figure 8.3 shows the output timing parameters measured at the midpoint of the rising clock edge.

SysClock / \ \ / \

TDOmax
—»

Data Toomin

< >< Data Data >

Figure 8.3 Output Timing

The SysClockinput must meet the maximum rise timg fTmaximum fall time (), minimum Ty, time, minimum T, time,
and T; input jitter parameters for proper operation of the PLL.

Please refer to the individual RM5200 datasheets for the values®y4iAd® timing parameters.
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Section 9 Initialization Interface

The RM5200 processors have the following three types of resets; they dse@le ColdReset* andReset*input signals.

« Power-on reset starts when the power supply is turned on and completely reinitializes the internal state machines of the
processor without saving any state information.

» Cold reset restarts all clocks, but the power supply remains stable. A cold reset completely reinitializes the internal stat
machines of the processor without saving any state information.

* Warm reset restarts the processor, but does not affect clocks. A warm reset preserves the processor internal state.

The Initialization interface is a serial interface that operates at the frequencysgitbleckdivided by 256: $ysClock256).
This low-frequency operation allows the initialization information to be stored in a low-cost ROM device.

9.1 Processor Reset Signals

This section describes the three reset sighaisQK, ColdReset* andReset*

VccOk: When assertédVecOk indicates to the processor that the +3.3 volt power supply (Vcc) has been above 3.0 volts for
more than 100 milliseconds (ms) and is expected to remain stable. The ass&ftic@lofnitiates the reading of the boot-
time mode control serial stream (described in 9.2, in this chapter).

ColdReset*: The ColdReset*signal must be asserted (low) for either a power-on reset or a colddelsieset* must be
deasserted synchronously wilsClock

Reset*: the Reset*signal must be asserted for any reset sequence. It can be asserted synchronously or asynchronously for
cold reset, or synchronously to initiate a warm reReset* must be deasserted synchronously \8iyisClock

Modeln: Serial boot mode data in.
ModeClock: Serial boot mode data clock, at thgsClockfrequency divided by 2565§sClock256).

Table 9.1: RM5200 Processor Signal Summary

Description Name 110 Assste; tt::d Tristate Zf;tit
System address/data bus SysAD[63:0] /0 High Yes Q)
System address/data check bus SysADC[7:0] 1/0 High Yes Q)
System command/data identifier bus SysCmd[8:0] 1/0 High Yes Q)
System command/data identifier bus parity SysCmdP 1/0 High Yes Q)
Valid Input ValidIn* | Low No N/A
Valid Output ValidOut* (0] Low Yes (2)
External request ExtRqgst* | Low No N/A
Release interface Release* (0] Low Yes (2)
Read ready RdRdy* | Low No N/A

1. Assertedneans the signal is true, or in its valid state. For example, the low-Betheat* signal is said to be asserted when
it is in a low (true) state; the high-activecOk signal is true when it is asserted high.
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Description Name /0 Ass;r tt:d Tristate F;fjtit
Write ready WrRdy* | Low No N/A
Interrupts Int[5:0]* I Low No N/A
Non-Maskable Interrupt NMI* | Low No N/A
Boot mode data in Modeln | High No N/A
Boot Mode clock ModeClock (0] High No (4)
Master Clock MasterClock | High No N/A
Vcc is within specified range VccOK | High No N/A
Cold Reset ColdReset* I Low No N/A
Reset Reset* | Low No N/A
Big Endian Bigendian | High No N/A
JTAG Data In JTDI | High No N/A
JTAG Clock JTCK I High No N/A
JTAG Data Output JTDO (0] High Yes High
JTAG Command JTMS I High No N/A
Secondary Cache Flash Clear ScCLR* (0] Low Yes (2)
Secondary Cache Chip Write Enable ScCWE(1:0)* (0] Low Yes )
Secondary Cache Data Chip Enable ScDCE(1:0)* (0] Low Yes (2)
Secondary Cache Data Output Enable ScDOE* | Low No N/A
Secondary Cache TAG Match ScMatch | High No N/A
Secondary Cache TAG Chip Enable ScTCE* (0] Low Yes 2)
Secondary Cache Device Enable ScTDE* (0] Low Yes (2)
Secondary Cache TAG Output Enable ScTOE* (0] Low Yes 2)
Secondary Cache Line index ScLine[15:0] (0] High Yes (2)
Secondary Cache Word index ScWord[1:0] /0 High Yes Q)
Secondary Cache TAG Valid ScValid 1/0 High Yes (2)

Key to Reset State Column:
Note 1:  All I/O pins (SysAD[63:0], SysADCJ[7:0], etc.) remain tristated until the Reset* signal deasserts.
Note 2:  All output only pins (ValidOut*, Release*, etc.), except the clocks, are tristated until the ColdReset* signal deas-

serts.

Note 3:  All clocks, except ModeClock, are 3-stated until VCCOk asserts.
Note 4:  ModeClock is always driven
Note 5:  Na - Not Applicable to input pins.

9.1.1 Power-on Reset

The sequence for a power-on reset is listed below.

1.

Power-on reset applies a statste|O of at least +3.0 volts from the +3.3 volt power supply to the processor. And for the
RM52x1 devices, it applies a stabecint of at least 2.25 volts from the 2.5 supply to the processor. It also supplies a
stable, continuous system clock at the processor operational frequency.

After at least 100 ms of stable Vcc é@ybClock theVccOk signal is asserted to the processor. The assertidoo@k
initializes the processor operating parameters. After the mode bits have been read in, the processor allows its internal
phase locked loops to lock, stabilizing the processor internal clock, PClock

ColdReset*is asserted for at least 64KfpSysClockcycles after the assertion\éécOk. Once the processor reads the
boot-time mode control serial data stre@uoldReset*can be deassertgdoldReset*must be deasserted synchronously
with SysClock

After ColdReset*is deasserted synchronoustgset*is deasserted to allow the processor to begin runRieget* must

be held asserted for at least®¢sClockcycles after the deassertion@bldReset* Reset*must be deasserted synchro-
nously withSysClock
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Note: ColdReset*must be asserted wheiecOk asserts. The behavior of the processor is undefinéctidk
asserts whil€€oldReset*is deasserted.

Figure 9.1 shows the power-on system reset timing diagram.

VcclO 3.0v
SysClock S‘/—\‘/—\S NAVAN _/F\gj_\
S$100 mS>

VccOK

2% SysClock i
ModeClock oycles\  / \__ /[ [\ /

‘Tds Tah ‘
Modeln  Bito » (Bit1 ) || <Bit255)
Tds

ColdReset* B

<~ S64K SysClocks—— SySS%IOCk
Reset* B

Tus

Figure 9.1 Power-On Reset Timing Diagram

9.1.2 Cold Reset

A cold reset can begin anytime after the processor has read the initialization data stream, causing the processorttoestart witt
Reset exception. A cold reset requires the same sequence as a power-on reset except that the power is presumed to be st
before the assertion of the reset inputs and the deassertico©k.

To begin the reset sequendecOk must be deasserted for a minimum of at least 64 MasterClock cycles before reassertion.

Figure 9.2 shows the cold reset timing diagram.

Vce 3.3v

SysClock a _/—\_/—\g _/—\_/—\g _/—\_/—\ _/—\g_/—\_

S64
VccOK m SysClock

ModeClock ] / /o / //\_/—

Tas| Tdn

Modeln < Bito » (Bit1 ) || Bit255)

Tds
ColdReset* 5
- S64K SysCIocks—»‘ Sé%ocks
Reset*
Tds
Figure 9.2 Cold Reset Timing Diagram
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9.1.3 Warm Reset

To execute a warm reset, tReset*input is asserted synchronously w8kisClock It is then held asserted for at least 64
SysClockcycles before being deasserted synchronously SyifClock The boot-time mode control serial data stream is not
read by the processor on a warm reset. A warm reset forces the processor to start with a Soft Reset exception.

Figure 9.3 shows the warm reset timing diagram.

Vee 3.3v
syscoec NN
VccOK
ColdReset*
Tys Tds

Reset* \l

S$64 SysClocks

-———p

Figure 9.3 Warm Reset Timing Diagram
9.1.4 Processor Reset State

After a power-on reset, cold reset, or warm reset, all processor internal state machines are reset, and the processor begins ex
cution at the reset vector. All processor internal states are preserved during a warm reset, although the precise state of the
caches depends on whether or not a cache miss sequence has been interrupted by resetting the processor state machines.

9.2 Initialization Sequence

The boot-mode initialization sequence begins immediately dfeDk is asserted. As the processor reads the serial stream of
256 bits through th#odeln pin, the boot-mode bits initialize all fundamental processor modes.

The initialization sequence is listed below.

1. The system deasserts WecOk signal. TheModeClock output is held asserted.

2. The processor synchronizes MedeClock output at the tim&'ccOk is asserted. The first rising edgeMdbdeClock
occurs 25@8ysClockcycles aftevccOk is asserted.

3. Each bit of the initialization stream is presented aMbdeln pin after each rising edge of thdeClock. The proces-
sor samples 256 initialization bits from thtedeln input.

9.3 Boot-Mode Settings

The rate at which the RM5200 writes block data to the external agent is controlled by boot mode bit 1 to 4. Boot mode bits 9
and 10 select the non-block write rate.

The ratio of the system clock to the pipeline clock is set by mode bits 5 to 7. For the RM52x1, if mode bit 20 is a zero, then
only integer multipliers are available. If mode bit 20 is a one, then half-integer multipliers are also available. Haliuiteger
tipliers are not available on the RM52x0 - mode bit 20 must be a zero.

The drive strength of the RM5200 output drivers is statically controlled at boot time. The output driver strength can be from
100% (fastest) to 50% (slowest), based on the value of boot mode bits 13 and 14.
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On the RM527x, boot mode bit 15 selects between Dual Cycle Deselect (DCE) and Single Cycle Deselect (SCD) SRAMs f
the external cache. Setting this bit allows commodity SRAM to be used for the external cache.

On the R5000, boot mode bits 16 and 17 were used to specify the external cache size. These bits, both on the R5000 and
RM5200, are software visible in processor configuration register bits 20 and 21. They have no other affect on the hardware
and, therefore, can be use for any system design purpose.

The following rules apply to the boot-mode settings:

e Bit 0 of the stream is latched by the processor on the first rising edgedafiClock following VccOk being asserted.
» Selecting a reserved value results in undefined processor behavior.

» Zeros must be scanned in for all reserved bits.

e A'D’implies a doubleword (64-bit) datum

« A'W implies a word (32-bit) datum

Table 9.2: shows the boot mode settings for the RM523x, RM526x, and RM527x.

Table 9.2: Boot Mode Settings

Bit | Value |[RM5230 JRM5231
0 0 Reserved: Must be zero
32-bit Write-back data rate

0 WWWWWWWW
1 WWxWWxXWWxXWWx
2 WWxXXWWxXXWWxXXWWxX
3 WXWXWXWXWXWXWXWX

4:1 4 WWXXXWWXXXWWXXXWWXXX
5 WWXXXXWWXXXXWWXXXXWWXXXX
6 WXXWXXWXXWX XWX XWX XWX XW XX
7 WWXXXXXXWWWXXXXXXWWWWXXXXXXWWWW XXX XXX
8 WXXXWW XXXV XXXV XXXV XXXV XXV XXV XXX

9:15 |Reserved
SysClkRatio: Pclock to SysClock Multiplier

0 Multiply by 2 Multiply by 2
1 Multiply by 3 Multiply by 3
2 Multiply by 4 Multiply by 4

75 3 Multiply by 5 Multiply by 5, 2.5
4 Multiply by 6 Multiply by 6
5 Multiply by 7 Multiply by 7, 3.5
6 Multiply by 8 Multiply by 8
7 Reserved Multiply by 9, 4.5

EndBit: Specifies byte ordering. Logically OR’ed with the BigEndian signal
8 0 Little-Endian
1 Big Endian
Non-Block Write: Determines how non-block writes are handled.

0 R4000 compatible

10:9 1 Reserved
2 Pipelined non-block writes
3 Non-block Write re-issue
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Bit | Value |[RM5230 IRM5231
TmrintEn: Disables Timer Interrupt on Int*[5]
11 Timer Interrupt Enabled
Timer Interrupt Disabled
12 Reserved: Must be zero
DrvOut: Output driver slew rate control
00 |67%
14:13 01 |50% (slowest)
10 | 100% (fastest)
11 |83%
15 0 Reserved: Must be zero
17:16 |User configuration identifiers - software visible in processor Config[21..20] register
19..18 0 Reserved: Must be a zero
Reserved: Must be a zero Select SysClock to Pclock multiply
mode
20 0 Integer Multiplier
1 Half-integer Multiplier
21 1 Reserved: Must be one
255:22 0 Reserved: Must be zero
Bit Value RM5260 RM5261
0 0 Reserved: Must be zero
64-bit Write-back data rate
0 DDDD
1 DDxDDx
2 DDxxDDxx
3 DxDxDxDx
4:1 4 DDxxxDDxxx
5 DDxxxxDDxxxx
6 DxxDxxDxxDxx
7 DDXXXXXXDDXXXXXX
8 DXXXDXXXDXXXDXXX
9:15 |Reserved
SysClkRatio: Pclock to SysClock Multiplier
0 Multiply by 2 Multiply by 2
1 Multiply by 3 Multiply by 3
2 Multiply by 4 Multiply by 4
75 3 Multiply by 5 Multiply by 5, 2.5
4 Multiply by 6 Multiply by 6
5 Multiply by 7 Multiply by 7, 3.5
6 Multiply by 8 Multiply by 8
7 Reserved Multiply by 9, 4.5
8 EndBit: Specifies byte ordering. Logically OR’ed with the BigEndian signal
0 Little-Endian
Big Endian
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Initialization Interface

Bit Value RM5260 RM5261
Non-Block Write: Determines how non-block writes are handled.
0 R4000 compatible
10:9 1 Reserved
2 Pipelined non-block writes
3 Non-block write re-issue
TmrintEn: Disables Timer Interrupt on Int*[5]
11 0 Timer Interrupt Enabled
Timer Interrupt Disabled
12 Reserved: Must be zero
DrvOut: Output driver slew rate control
00 |67%
14:13 01 |50% (slowest)
10 |100% (fastest)
11 |83%
15 0 Reserved: Must be zero
17:16 |User configuration identifiers - software visible in processor Config[21..20] register
19..18 Reserved: Must be zero
Reserved: Must be zero Select SysClock to Pclock multiply
mode
20 Integer Multiplier
Half-integer Multiplier
255:21 Reserved: Must be zero
Bit Value RM5270 RM5271
0 0 Reserved: Must be zero
64-bit Write-back data rate
0 DDDD
1 DDxDDx
2 DDxxDDxx
3 DxDxDxDx
4:1 4 DDxxxDDxxx
5 DDxxxxDDxxxx
6 DxxDxxDxxDxx
7 DDXXXXXXDDXXXXXX
8 DXXXDXXXDXXXDXXX
9:15 |Reserved
SysClkRatio: Pclock to SysClock Multiplier
0 Multiply by 2 Multiply by 2
1 Multiply by 3 Multiply by 3
2 Multiply by 4 Multiply by 4
75 3 Multiply by 5 or 2.5 Multiply by 5, 2.5
4 Multiply by 6 Multiply by 6
5 Multiply by 7 or 3.5 Multiply by 7, 3.5
6 Multiply by 8 Multiply by 8
7 reserved Multiply by 9, 4.5
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Bit Value RM5270 RM5271
EndBit: Specifies byte ordering. Logically OR’ed with the BigEndian signal
8 0 Little-Endian
Big Endian

Non-Block Write: Determines how non-block writes are handled.
00 R4000 compatible
10:9 01 Reserved

10 Pipelined non-block writes

11 Non-block write-reissue

TmrintEn: Disables Timer Interrupt on Int5*

11 0 Timer Interrupt Enabled

Timer Interrupt Disabled

Secondary cache present

12 0 Not Present
Present
DrvOut: Output driver slew rate control
00 |67%

14:13 01 |50% (slowest)
10 | 100% (fastest)
11 |83%

Select secondary cache RAM type

15 0 Dual Cycle Deselect SRAMs

1 Single Cycle Deselect SRAMs

17:16 |User configuration identifiers - software visible in processor Config[21..20] register
19..18 0 Reserved: Must be zero

Reserved: Must be zero Select SysClock to Pclock multiply
mode

20 Integer Multiplier

Half-integer Multiplier (RM5271

255:21 0 Reserved: Must be zero
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Section 10 System Interface Transactions

There are two broad categories of transactipricessor requestndexternal request$rocessor requestsre issued, either
singularly or in series, by the RM5200 through the System Interface to access an external resedteenadmequess

issued by an external resource to access a processor internal resource. This section describes these request along with th
tiary cache transactions.

10.1 Terms Used

The following terms are used in the next sections of this document and are clarified here for reference:

» An external agenis any logic device connected to the processor, via the System interface, that allows the processor to
issue requests.

« A system evens an event that occurs within the processor and requires access to external system resources.
» Sequenceefers to the precise series of requests that a processor generates to service a system event.

» Protocolrefers to the cycle-by-cycle signal transitions that occur on the System interface pins to assert a processor or
external request.

» Syntaxrefers to the precise definition of bit patterns on encoded buses, such as the command bus.
10.2 Processor Requests

The RM5200 issues either a single request or a series of requests-pralés$or requeststhrough the System interface, to
access an external resource. For this to work, the processor System interface must be connected to an external agent that
compatible with the System interface protocol, and can coordinate access to system resources.

An external agent requesting access to a processor internal resource genesd&aaequestThis access request passes
through the System interface. System events and request cycles are shown in Figure 10.1.
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RM5200 External Agent

-
’

Processor Requests

*Read External Requests
Write *Write
*Null

-«
-«

System Events
*Load Miss
*Store Miss
*Write Back
*Write Through
*Store Hit
*Uncached Load/Store
(RM527x only)

Figure 10.1 Requests and System Events

10.2.1 Rules for Processor Requests

A processor request is a request or a series of requests, through the System interface, to access some external resource. As
shown in Figure 10.2, processor requests include read and write.

RM5200 External Agent

Processor Requests
*Read
*Write

\J

Figure 10.2 Processor Requests to External Agent

Read requesisks for a block, doubleword, partial doubleword, word, or partial word of data either from main memory or from
another system resource.

Write requestprovides a block, doubleword, partial doubleword, word, or partial word of data to be written either to main
memory or to another system resource.

The RM5200 requires a non-overlapping system interface, compatible with the R5000. This means the processor is only
allowed to have one request pending at any time and that request must be serviced by an external device before the RM5200
issues another request. The RM5200 can issue read and write requests to an external device, whereas an external device can
issue null and write requests to the RM5200.

For processor reads the RM5200 assdatglOut* and simultaneously drives the address and read command SysthB
andSysCmdbuses. If the system interface fRdRdy* asserted, then the processor tristates its drivers and releases the system
interface to slave state by assertitgjease* The external device can then drive data viaSy®AD bus to the RM5200.

The processor has the input sigritiRdy* andWrRdy* to allow an external agent to manage the flow of processor requests.
RdRdy* controls the flow of processor read requests, whitRdy* controls the flow of processor write requests. The pro-
cessor request cycle sequence is shown in Figure 10.3.
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RM5200 External Agent

1.Processor issues read or
write

-
’

2.External system controls
acceptance of requests by
asserting RARdy* or WrRdy*

A

Figure 10.3 Processor Request Flow Control
10.2.2 Processor Read Request

When a processor issues a read request, the external agent must access the specified resource and return the requested
A processor read request can be split from the external agent’s return of the requested data; in other words, the dxternal a
can initiate an unrelated external request before it returns the response data for a processor read. A processor eead reque:
completed after the last word of response data has been received from the external agent.

Note that the data identifier associated with the response data can signal that the returned data is erroneous, cazesng the pi
sor to take a bus error.

Processor read requests that have been issued, but for which data has not yet been returned, afgesalithgorbead
remains pending until the requested read data is returned.

The external agent must be capable of accepting a processor read request any time the following two conditions are met:

e There is no processor read request pending.
* The signaRdRdy* has been asserted for two or more cycles before the issue cycle.

10.2.3 Processor Write Request

When a processor issues a write request, the specified resource is accessed and the data is written to it. A processor write
request is complete after the last word of data has been transmitted to the external agent.

Like the R4600, R4700, and R5000, the RM5200 processors support two enhancements to the original R4000 write mechze
nism: Write ReissuandPipelined WritesIn write reissue mode, a write rate of one write every two bus cycles can be
achieved. A write issuesWrRdy* is asserted two cycles earlier and is still asserted during the issue cycle. If it is not still
asserted then the last write will reissue. Pipelined writes have the same two bus cycle write repeat rate, but can disue one :
tional write following the deassertion WfrRdy* .

The external agent must be capable of accepting a processor write request any time the following two conditions are met:

» No processor read request is pending.
* The signaWrRdy* has been asserted for two or more cycles.

10.3 External Requests

External requests include write and null requests, as shown in Figure 10.4. This section also includes a description of read
response, a special case of an external request.
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RM5200 External Agent

External Requests
*Write
*Null

A

Figure 10.4 External Requests to Processor

Write requestis executed by an external device when it wishes to update one of the processors writable resources such as the
internal interrupt register.

Null requestis executed when the external device wishes the processor to resume ownership of the processor external inter-
face. That is, the external device wants the processor interface to go from slave state to master state. Typicallyestnull requ
will be executed after an external device that has acquired control of the processor inteHatieqstf and has completed a
transaction between itself and system memory in a system where memory is connected directly to the SysAD bus. Normally
this transaction would be a DMA read or write from the I/O system.

The processor controls the flow of external requests through the arbitration EgtRdst* andRelease* as shown in Fig-

ure 10.5. The external agent must acquire mastership of the System interface before it is allowed to issue an external request;

the external agent arbitrates for mastership of the System interface by agsdRigst* and then waiting for the processor to
asserRelease*for one cycle. IRelease*is asserted as part of an uncompelled change to slave state during a processor read
request, and the secondary cache is enabled, the secondary cache access must be resolved and be a miss. Otherwise the system
interface returns to the master state.

RM5200 External Agent

1. External system requests
bus mastership by assert-

A

2. Processor grants mas- _ ing ExtRgst*
tership by asserting o
Release* 3. External system issues

-«
-«

an External Request

4. Processor regains bus mas-
tership

Figure 10.5 External Request Arbitration

Mastership of the System interface always returns to the processor after an external request is issued. The processor does not
accept a subsequent external request until it has completed the current request.

If there are no processor requests pending, the processor decides, based on its internal state, whether to accept the external
request, or to issue a new processor request. The processor can issue a hew processor request even if the external agent is
requesting access to the system interface.

The external agent assestRqst* indicating that it wishes to begin an external request. The external agent then waits for the
processor to signal that it is ready to accept this request by as§tasse. The processor signals that it is ready to accept
an external request based on the criteria listed below.

* The processor completes any request in progress.

*  While waiting for the assertion &dRdy* to issue a processor read request, the processor can accept an external request
if the external request is delivered to the processor one or more cyclesRafRulg* is asserted.

«  While waiting for the assertion ®¥rRdy * to issue a processor write request, the processor can accept an external request
provided the external request is delivered to the processor one or more cycleSwBfdye is asserted.

» If waiting for the response to a read request after the processor has made an uncompelled change to a slave state, the exter-
nal agent can issue an external request before providing the read response data.
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* Note that an external read request is undefined. The behavior of the processor to an external read request is undefinec
10.3.1 External Write Request

When an external agent issues a write request, the specified resource is accessed and the data is written to it. Aibeexternal
request is complete after the word of data has been transmitted to the processor.

The only processor resource available to an external write request is the Interrupt register.
10.3.2 Read Response

A read responseeturns data in response to a processor read request, as shown in Figure 10.6. While a read response is te
cally an external request, it has one characteristic that differentiates it from all other external requests—it doesmot perfor
System interface arbitration. For this reason, read responses are handled separately from all other external requests, and :
simply called read responses.

The data identifier associated with the response data can signal that the returned data is erroneous, causing the processot
take a bus error.

RM5200 External Agent

1. Read request

\/

2. Read response

A

Figure 10.6 External Agent Read Response to Processor

10.4 Secondary Cache Transactions

For RM5270 and RM5271 processors configured with a secondary cache, the secondary cache is a special form of extern:
agent that is jointly controlled by both the processor and the external agent. Figure 10.7 illustrates a processorhequest to t
secondary cache and external agent.

RM527
X External Agent

Processor Requests
* Read
«  Write

-
’

Secondary Cache

-
'

Figure 10.7 Processor Requests to Secondary Cache and External Agent
10.4.1 Secondary Cache Probe, Invalidate, and Clear

For secondary cache invalidate, clear, and probe operations, the secondary cache is controlled by the processor ahd the ext
agent is not involved in these operations. Issuance of secondary cache invalidate, clear, and probe operations is not flow-c
trolled and proceeds at the maximum data rate. Figure 10.8 and Figure 10.9 shows the secondary cache invalidate and tag
probe operations.
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RM527
X Secondary Cache

1. Invalidate/Clear
Request

[
'

Figure 10.8 Secondary Cache Invalidate and Clear

RM527x
Secondary Cache

1. Probe Request

[
'

2. Tag Response

A

Figure 10.9 Secondary Cache Tag Probe
10.4.2 Secondary Cache Write

For secondary cache write-through, the processor issues a block write operation that is directed to both the secondary cache
and the external agent. Issuance of secondary cache writes is controlled by thavrdtdyal flow control mechanism. Sec-

ondary cache write data transfers proceed at the data transfer rate specified in the Mode ROM for block writes. Figure 10.10
illustrates a secondary cache write operation.

RM527x
External Agent

1. Block Write Request g
2. Write Data

Secondary Cache

-
’

Figure 10.10 Secondary Cache Write Through
10.4.3 Secondary Cache Read

For secondary cache reads, the processor issues a block read speculatively to both the secondary cache and the external agent.

— If the block is present in the secondary cache, the secondary cache provides the read response and the block read to

the external agent is aborted.
— If the block is not present in the secondary cache, the secondary cache read is aborted and the external agent provides

the read response to both the secondary cache and the processor.

Figure 10.11 and Figure 10.12 shows a secondary cache read hit and miss respectively.
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RM527
X External Agent

1. Block Read
Request

-
’

A

-
'

3. Memory Read
Abort

A

Secondary Cache

-
’

2. Tag
Compare

A

A

3. Read
Response

Figure 10.11 Secondary Cache Read Hit

RM527
X External Agent

1. Block Read
Request

o
’

A
\/

A

3. Read Response

Secondary Cache

-
’

2. Tag Compare

A

pe-| 3. Fill Cache Line

Figure 10.12 Secondary Cache Read Miss

Issuance of the secondary cache read is controlled by the rigdfRdl* flow control mechanism. Secondary cache read
responses always proceed at the maximum data transfer rate. External agent read responses to the secondary cache proc
the data transfer rate generated by the external agent.

10.5 Handling Requests

This section details theequencgprotocol andsyntaxof both processor and external requests. The following system events
are discussed:

e load miss

e store miss

e store hit

e uncached loads/stores

e uncached instruction fetch
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* Joad linked store conditional
10.5.1 Load Miss

When a processor load misses in the primary cache, before the processor can proceed it must obtain the cache line that con-
tains the data element to be loaded from the external agent.

If the new cache line replaces a current dirty exclusive or dirty shared cache line, the current cache line must bekwritten bac
before the new line can be loaded in the primary cache.

The processor examines the coherency attribute in the TLB entry for the page that contains the requested cache line, and issues
a noncoherent read request.

Table 10.1: shows the actions taken on a load miss to primary cache.

Table 10.1: Load Miss to Primary Caches

State of Data Cache Line Being
Page Attribute Replaced
Clean/Invalid Dirty (W=1)

Noncoherent NCBR NCBR/W

NCBR Processor noncoherent block read request

NCBR/W Processor noncoherent block read request followed by processor block write request

The processor takes the following steps:

1. The processor issues a noncoherent block read request for the cache line that contains the data element to be loaded. If the
secondary cache is enabled and the page coherency attribute is write-back, the response data will also be written into the
secondary cache.

2. The processor then waits for an external agent to provide the read response.

3. The processor restarts the pipeline after the first doubleword of the data cache miss is received. The remaining three dou-
blewords are placed in the cache after all three doublewords have been received and the dcache is otherwise idle.

If the current cache line must be written back, the processor issues a block write request to save the dirty cache liye in memo
If the secondary cache is enabled and the page attribute is write-back, the write back data will also be written intd-the secon
ary cache.

10.5.2 Store Miss

When a processor store misses in the primary cache, the processor may request, from the external agent, the cache line that
contains the target location of the store for pages that are either write-back or write-through with write-allocate amdy. The p
cessor examines the coherency attribute in the TLB entry for the page that contains the requested cache line to see if the cach
line is being maintained with either a write-allocate or no-write-allocate policy.

The processor then executes one of the following requests:

» If the coherency attribute ioncoherentvrite-back, or write-through with write-allocate, a noncoherent block read
request is issued.
« If the coherency attribute ironcoherentvrite-through with no write-allocate, a non-block write request is issued.

Table 10.2: shows the actions taken on a store miss to the primary cache.
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Table 10.2: Store Miss to Primary Cache

State of Data Cache Line Being
Page Attribute Replaced
Clean/Invalid Dirty (W=1)
Noncoherent-write-back or noncoherent-write-through with NCBR NCBR/W
write-allocate
Noncoherent-write-through with no-write-allocate NCW NA

NCBR Processor noncoherent block read request
NCBR/W Processor noncoherent block read request followed by processor block write request
NCW Processor noncoherent write request

If the coherency attribute is write-back, or write-through with write-allocate, the processor issues a non-coherent block reac
request for the cache line that contains the data element to be loaded, then waits for the external agent to provide read dat
response to the read request. If the secondary cache is enabled and the page coherency attribute is write-back, thia respons
will also be written into the secondary cache. If the current cache line must be written back, the processor issues a write
request for the current cache line.

If the page coherency attribute is write-through, the processor issues a non-block write request.
For a write-through, no-write-allocate store miss, the processor issues a hon-block write request only.

10.5.3 Store Hit

The action on the system bus is determined by whether the line is write-back or write-through. For lines with a write-back p
icy, a store hit does not cause any processor request on the bus. For lines with a write-through policy, the store gienerates ¢
cessor non-block write request for the store data.

10.5.4 Uncached Loads or Stores

When the processor performs an uncached load, it issues a noncoherent doubleword, partial doubleword, word, or partial w
read request. When the processor performs an uncached store, it issues a doubleword, partial doubleword, word, or partial
word write request. All writes by the processor are buffered from the system interface by a 4-entry write buffer. The write
requests are sent to the system bus only when no other requests are in progress. However, once the emptying of the write b
has begun, it is allowed to complete. Therefore, if the write buffer contains any entries when a block read is requested, the
write buffer is allowed to empty before the block read request is serviced. Uncached loads and stores do not affect the sec
ary cache.

10.5.5 Uncached Instruction Fetch

Normally the Boot ROM and I/O devices are located in an uncached address region.

To access the Boot ROM in an uncached address space the RM523x does two 32-bit instruction fetches and then issues b
instructions.

The RM526x/7x accesses Boot ROM in this space with two 32-bit instruction fetches as well. In little endian mode, the first
instruction (even word) will be frol8ysAD[31:0]with SysAD[63:32]being ignored. The second instruction (odd word) will
be fromSysAD[63:32]with SysAD[31:0]being ignored.

In big endian mode, the first instruction (even word) will be fi®ysAD[63:32]with SysAD[31:0]being ignored while the
second instruction (odd word) will be froBysAD[31:0]with SysAD[63:32]being ignored.

After both instructions have been fetched they are issued to the pipeline.

By having the RM526x/7x ignore 32-bits of tBgsADbus during an uncached instruction fetch the system designer is able to
put each instruction onto both halves of 8ysAD bus. This makes for a simpler Boot ROM interface.
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10.5.6 Load Linked Store Conditional Operation

The execution of a Load-Linked/Store-Conditional instruction sequence is not visible at the System interface; that is, no spe-
cial requests are generated due to the execution of this instruction sequence.
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Section 11 System Interface Protocols

The following sections contain a cycle-by-cycle description of the system interface protocols for each type of processor anc
external request.

11.1 Address and Data Cycles

Cycles in which th&ysAD bus contains a valid address are caflddress cyclesCycles in which th&ysAD bus contains
valid data are calledata cyclesValidity of addresses and data from the processor is determined by the statéatititbet*
signal. Validity of addresses and data from the external agent is determined by the stafeliofittiesignal. Validity of data
from the secondary cache is determined by the state of the pipsib&E* andScCWE* signals from the processor and the
ScDOE-* signal from the external agent.

The SysCmdbus identifies the contents of tBgsADbus during any cycle in which it is valid from the processor or the exter-
nal agent. The most significant bit of t8gsCmdbus is always used to indicate whether the current cycle is an address cycle
or a data cycle.

* During address cycléSysCmd(8)= 0. The remainder of tHeéysCmdbus,SysCmd(7:0) contains the encoded system
interface command.

» During data cyclesJysCmd(8)= 1], the remainder of tHeysCmdbus,SysCmd(7:0) contains an encoded data identi-
fier. There is ndBysCmdassociated with a secondary cache read response.

11.2 Issue Cycles

There are two types of processor issue cycles:

«  processor read request.
¢ processor write request.

The processor samples the sigRdRdy* to determine the issue cycle for a processor read; the processor samples the signal
WrRdy* to determine the issue cycle of a processor write request.

As shown in Figure 11.1, the issue cycle of a processor read request is the third cycle following the asRdRidyrofThis
cycle will contain a valid address and command. $$®AD bus, theSysCmdbus, and/alidOut* may assert a valid address
and command prior to this cycle.

syscyde || 1] 2 |3 |45 |6 |
syscock |\ S\
SysAD Bus ! )( Addr X
RoRdy* | \

validout |\ /

Figure 11.1 State of RdRdy* Signal for Read Requests
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As shown in Figure 11.2, the issue cycle of a processor write request is the third cycle following the as¥eérRaty’of
This cycle will contain a valid address and command. SysAD bus, theéSysCmdbus, and/alidOut* may assert a valid
address and command prior to this cycle.

syscycle || 1 [ 23| afs |6
syscock |\ \ S\
SysAD Bus ’ ]( Addr X

WrRdy* ’ —\ /

validoutr |\

Figure 11.2 State of WrRdy* Signal for Write Requests

The processor repeats the address cycle for the request until the conditions for a valid issue cycle are met. Afteydlee issue ¢
if the processor request requires data to be sent, the data transmission begins. There is only one issue cycle for many processo
request.

The processor accepts external requests, even while attempting to issue a processor request, by releasing the System interface
to slave state in response to an assertidixtiRgst* by the external agent.

Note that the rules governing the issue cycle of a processor request are strictly applied to determine what action the processo
takes. The processor can either:

« complete the issuance of the processor request in its entirety before the external request is accepted, or
* release the System interface to slave state without completing the issuance of the processor request.

In the latter case, the processor issues the processor request (provided the processor request is still necessatgradtier the ex
request is complete. The rules governing an issue cycle again apply to the processor request.

11.3 Handshake Signals

The RM5200 processor manages the flow of requests through the following six control signals:

« RdRdy*, WrRdy * are used by the external agent to indicate when it can accept a neRd&atyf) or write (WrRdy *)
transaction.

» ExtRgst*, Releasé& are used to transfer control of tBgsAD andSysCmdbusesExtRgst* is used by an external agent
to indicate a need to control the interfalBeleasé is asserted by the processor when it transfers the mastership of the
System interface to the external agent. For secondary cache reads, assRelens# to the external agent is specula-
tive, and is aborted if there is a hit in the secondary cache.

* The RM5200 processors asseatidOut* and the external agent asséradidin * to indicate valid command/data on the
SysCmdSysAD buses.

11.4 System Interface Operation

Figure 11.3 shows how the system interface operates from register to register. That is, processor outputs come directly from
output registers and begin to change with the rising edg§gsslock.

Processor inputs are fed directly to input registers that latch these input signals with the risingsgd@éook This allows
the System interface to run at the highest possible clock frequency.
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RM5200

OUTPUT
LATCH Output data _

SysAD

INPUT
LATCH Input data

Figure 11.3 System Interface Register-to-Register Operation

A

SysClock

11.4.1 Master and Slave States

When the RM5200 processor is driving ByesAD andSysCmdbuses, the System interface isnaster stateWhen the
external agent is driving tHeysAD andSysCmdbuses, the System interface islave stateWhen the secondary cache is
driving theSysAD andSysADCbuses, the System interface is in slave state.

In master state, the processor asserts the SiglidOut* whenever th&ysAD andSysCmdbuses are valid.

In slave state, the external agent asserts the sighdin* whenever th&ysAD andSysCmdbuses are valid and the second-
ary cache drives th8ysAD andSysADC buses in response to t8eDCE*, SCCWE*, and ScCDOFE* signals.

The System interface remains in master state unless one of the following occurs:

The external agent requests and is granted the System interface (external arbitration).
The processor issues a read request.

11.4.2 External Arbitration

The System interface must be in slave state for the external agent to issue an external request through the Systernénterface
transition from master state to slave state is arbitrated by the processor using the System interface handslakt&gighals
andRelease?* This transition is described by the following procedure:

1.
2.

3.

An external agent signals that it wishes to issue an external request by aEs¢RIsy* .
When the processor is ready to accept an external request, it releases the System interface from master to slave state
assertingRelease*for one cycle.

The System interface returns to master state as soon as the issue of the external request is complete.

11.4.3 Uncompelled Change to Slave State

An uncompellecthange to slave state is the transition of the System interface from master state to slave state, initiated by tl
processor when a processor read request is periishepse is asserted automatically after a read request and an uncom-
pelled change to slave state then occurs. This transition to slave state allows the external agent to return read response da
without arbitrating for bus ownership.

If the secondary cache is enabled and a secondary cache hit occurs, then the bus is returned to master state.
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After an uncompelled change to slave state, the processor returns to master state at the end of the next external request. This
can be a read response, or some other type of external request. If the external agent issues some other type of external reques
while there is a pending read request, the processor performs another uncompelled change to slave state Belassgrting

for one cycle.

An external agent must note that the processor has performed an uncompelled change to slave state and begin driving the
SysAD bus along with th&ysCmdbus. As long as the System interface is in slave state, the external agent can begin an exter-
nal request without arbitrating for the System interface; that is, without asdextRgst*.

Table 11.1: lists the abbreviations and definitions for each of the buses that are used in the timing diagrams that follow.

Table 11.1: System Interface Requests

Scope Abbreviation Meaning

Global Unsd Unused
Addr Physical address

SysAD bus
Data<n> Data element number n of a block of data
Cmd An unspecified System interface command
Read A processor read request command
Write A processor or external write request command

SysCmd bus _
SINull A system interface external request release null command
NData A noncoherent data identifier for a data element other than the last data element
NEOD A noncoherent data identifier for the last data element

11.5 Processor Request Protocols

Processor request protocols described in this section include:

 read
e write

Note: In the timing diagrams, the two closely spaced, wavy vertical lines, such as those shown in Figure 11.4,
indicate one or more identical cycles which are not illustrated due to space constraints.

NN N\

—

v\/\/\/\

Figure 11.4 Symbol for Undocumented Cycles
11.5.1 Processor Read Request Protocol

The following sequence describes the protocol for doubleword, partial doubleword, word and partial word processor read
requests. The secondary cache block read request protocol is described later in this section. The numbered steps below corre-
spond to Figure 11.5.

1. RdRdy* is asserted low, indicating the external agent is ready to accept a read request.
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2. With the System interface in master state, a processor read request is issued by driving a read comn&ysComdthe
bus and a read address on$ysADbus. For the RM526x/7x the physical address is driven®ygédD[35:0]and virtual
address bits [13:12] are driven 0i8psAD[57:56] All other bits are driven to zero. For the RM523x the physical address
is driven ontaSysAD[31:0] The RM523x does not drive virtual address bits [13:12].

Note: At the same time, the processor assdglislOut* for one cycle, indicating valid data is present on the
SysCmdand theSysADbuses.

3. Only one processor read request can be pending at a time.

4. The processor makes an uncompelled change to slave state during the issue cycle of the read request. The external a
must not assert the sigriaktRgst* for the purposes of returning a read response, but rather must wait for the uncom-
pelled change to slave state. The sighdRgst* can be asserted before or during a read response to perform an external
request other than a read response.

5. The processor releases BysCmdand theSysAD buses on&ysClockafter the assertion &eleasé.
6. The external agent drives tBgsCmdand theSysAD buses within two cycles after the assertioRefeasé.

Once in slave state the external agent can return the requested data through a read response. The read response can retu
requested data or, if the requested data could not be successfully retrieved, an indication that the returned data.iff erroneot
the returned data is erroneous, the processor takes a bus error exception.

Figure 11.5 illustrates a processor read request, coupled with an uncompelled change to slave state, that occurs as the rez
request is issued.

Timings for theSysADC andSysCmdPbuses are the same as those oBy®AD andSysCmdbuses, respectively.

Processor ‘ _ External Agent -

Master

syscyde || 1| 23| als|e]| 7|89 |10]11]12]
syscock |\ S\
SysAD Bus | { Adar ——
SysCmd Bus ‘ ﬁXRead)E—%
validout | 4 \g/
RdRdy* ‘@

Release* ‘ \E /

Figure 11.5 Processor Read Request Protocol
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Processor External Agent
Master - ’
syscyde || 123 f[afs][e]7]8]|of]|n]fan]
syscock |\ S\
SysAD Bus | XAddr )—(DataOXDatal)MData3‘(Data4XData5XData6XData7)
E;soc]md Bus | /\Read >—<NDataXNDataXNDath DatgNDatg{NDatg NDatfNEOD)
(3:0]
ValidOut* ‘ 3 \B
RiRdy* |

Release* ‘ \E /
validin® | M 8/

Figure 11.6 Processor Non-coherent, Non-Secondary Cache, Block Read Request, 32-bit bus (RM523x)

Master Processor ’ External Agent .
sysoyde || 1] 23| als]e| 7|8 |ofw0|u]r]
syscock |\ S\ L
[SGySSS\]D Bus | XAddr HDataOXDatalXDataZXData3X

SysCmd Bus | /'XRead)—<NDataXNDataX NDatiNEOD)
[7:0]
4 \&_J

ValidOut* ’

RdRdy* ’ !

Release* ’ \@ /
ValidIn* ’ j 7 . /

Figure 11.7 Processor Non-coherent, Non-Secondary Cache, Block Read Request, 64-bit bus (RM526x/7x)

Any time a read request has been issued (indicating a read request is pending), the processorRélbassdtd perform an
uncompelled change to slave state. Once in the slave state the processor will always accept either a read responsa or an extern
request or allow an independent transmission (see section 11.15). When an external request is accepted while a read is pending
the processor will always perform an uncompelled change to slave state following the external request. An uncompelled
change to slave state is signaled®feasé being asserted for one clock cycle.

Figure 11.6 shows a Processor Block Read transaction on the 32-bit Bus Interface (RM523x) with zero wait states. Figure 11.7
shows a Processor Block Read transaction on the 64-bit Bus Interface (RM526x/7x) with zero wait states. After the bus has
granted to the External Agent by the uncompelled released:

7. The External Agent notifies the Processor that valid data is on the bus by ad&diding low and placing a Noncoher-
ent Data identifier on th8ysCmdbus.

8. The External Agent notifies the Processor that the transaction has been completed by placing a Noncoherent End of Data
identifier on theSysCmdpins and then deassertixglidin* .

The External Agent controls the Data Rate by deass@rtidin* . The processor only accepts data onSheAD bus when
Validin* is asserted and tlf&sCmdbus contains a data identifier.
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11.5.2 Processor Write Request Protocol

Processor write requests are issued using one of three protocols.

e Doubleword, partial doubleword, word, or partial word writes use one of three non-block write request protocol. The prc
tocol used is selected by mode bit 9 and 10 at power-up.

e Cache block writes use a block write request protocol.
» Secondary cache block write request protocol.

Processor non-block write requests are issued with the System interface in master state, as described below in the steps be
Figure 11.8 shows a processor noncoherent non-block write request cycle.

1. WrRdy* is asserted low, indicating the external agent is ready to accept a write request.

2. A processor single non-block write request is issued by driving a write command3ys@radbus and a write address
on theSysAD bus. For the RM526x/7x the physical address is driven ®ys&D[35:0] and virtual address bits [13:12]
are driven ont®ysAD[57:56] All other bits are driven to zero. For the RM523x the physical address is driven onto
SysAD[31:0]and the virtual address bits [13:12] are not driven.

3. The processor assexalidOut* .
The processor drives a data identifier onSjisCmdbus and data on tf&ysAD bus.

5. The data identifier associated with the data cycle must contain a last data cycle indication. At the end of\aéctycle,
Out* is deasserted.

E

Note: Timings for th&ysADCandSysCmdPbuses are the same as those ofSpgADand SysCmdbuses,
respectively.

Master Processor -~
SysCydle H 2 fsalsfe]7][8]o|w0][n]f]
syscooc |\ VA
SysAD Bus ‘ XAddr XDataOX
4
SysCmd Bus | f write fNEOD|
validoutr | 3 5
2
WrRdy* \\@

Figure 11.8 Processor Noncoherent Non-Block Write Request Protocol

Master - Processor .
syscyde || 1] 23| a|s]e |7 |8] 9 w]|u]1]
A VAV AVAVAVAVAVAYAWAWAWAE
SysAD | \ Addr fpatao){pata1jpataz)patas)Data4)Datas)Datas)Data7)

syscmd | XWritey‘\iDaté)(NData)( NDatd\DataNDatg{NData| NDatiNEOD)

validout | \B / S

2
WrRdy* \\@ L

Figure 11.9 Processor Non-Coherent, Non-Secondary Cache Block Write Request, 32-bit bus (RM523x)
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Processor

Master >
sysCycle H 2 s falslel7]8]e]wfuln]
syscock |\ S\
SysAD | \ Addr Jpatao)pata1jpata2)pata3)
syscmd | / | write [NDatg(NDatg( NDatfNEOD
validout | \B 5 |

2
\ 4

WrRdy*

Figure 11.10 Processor Non-Coherent, Non-Secondary Cache Block Write Request, 64-bit bus (RM526x/7x)
11.5.3 System Interface Flow Control

The RM5200 implements two input pins to regulate the flow of instructions and data across it’ s system interface.

The external agent generaiR@Rdy* to control the flow of processor read requests. Both block and non-block processor read
requests are controlled in the same manner. Processor read requests are d&ldiRelybpnly at the Address cycle. Negat-

ing theRdRdy* signal during a data cycle may delay any follow-on read cycle, but will not affect the present one since it has
already issued.

Figure 11.11 illustrates this flow control, as described in the steps below.

1. The processor samples fRdRdy* signal to determine if the external agent is capable of accepting a read request.
2. Read request is issued to the external agent.
3. The external agent deassd&tiRdy*, indicating it cannot accept additional read requests.
4. The read request issue is stalled becRasedy* was negated two cycles earlier.
5. Read request is again issued to the external agent.
Processor
Master >
SysCycle H 2 lsfals|ef7]8]e]]
syscock | S\
[ \
SysAD | Yaddro—— po ) Addr1 D1
SysCmd ‘ XRead> foEO > < Read )—(NEOIj

validout | / ./
valdine | \ /& /)
RaRdy* |\ 2 R 5

Release* | \/ \ /S

Figure 11.11 Processor Read Request Flow Control

The external agent generat®sRdy* to control the flow of processor writes. Figure 11.12 illustrates two processor write
requests in which the issue of the second is delayed by the negatioRdy* . Processor write requests are delayed by
WrRdy* only at the Address cycle. Negating\WeRdy* signal during a data cycle may delay any follow-on read cycle, but
will not affect the present one since it has already issued.
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1. WrRdy* is asserted low, indicating the external agent is ready to accept a write request.

2. The processor assexalidOut* , a write command on thgysCmdbus, and a write address on 8ysADbus. This is

followd by a data cycle during whidlWrRdy* is negated.
3. The second write request is delayed until 8ysClockcycles after th&V/rRdy * signal is again asserted.

4. The processor does not complete the issue of a write request until it issues an address cycle in response to the write rec

for which the signaWrRdy * was asserted two cycles earlier.

Note: Timings for th&ysADCandSysCmdPbuses are the same as those ofSpgADand SysCmdbuses,

respectively.

Master - Processor >
syscyde || 1| 2|3 |a|s |6 | 7|8 |9 |10]1]|12]
syscock |\ S\
SysAD Bus | { Addr JDatao) X Addr {patao)
SysCmd Bus | Y write JNEOD| X Write InEon)

validoutt | \ 2 / \ g /
WrRdy* \ / \_ 3 /

Figure 11.12 Two Processor Write Requests with Second Write Delayed

The processor interface requires th&aRdy * be asserted two system cycles prior to the issue of a write cycle. An external
agent that negat&¥rRdy * immediately upon receiving the write that fills its buffer will suspend any subsequent writes for
four system cycles in R4000 non-block write-compatible mode. The processor always inserts at least two unused system

cycles after a write address/data pair in order to give the external agent time to suspend the next write.

Both block and non-block processor write requests are controllédRgy * in the same manner.

Figure 11.13 shows back-to-back write cycles in R4000-compatible mode. This write mode is selected with mode bits 9 and

set to zeros.

1. WrRdy* is asserted, indicating the processor can issue a write request.
2. WrRdy* remains asserted, indicating the external agent can accept another write request.

3. WrRdy* deasserts, indicating the external agent cannot accept another write request, stalling the issue of the next writ

request.

Master - Processor >

syscycle || 1] 2 ]3| a5 |6 |7 |8] 9 10|11 |12]13]14]

sysciock |\ VAU L

Cycles 1 2 3 4

SysAD Bus ‘ X XAddr XData %nuse%)nuseé(Addr X Data XJnuseXJnuse& Addr >< DataX
ﬁe' (— Y TN
Write #1 Write #2 Write #3

vadour | ./ \ /[
wiRdy: |\ 2 [ 8\

Figure 11.13 R4000-Compatible Back-to-Back Write Cycle Timing
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An address/data pair every four system cycles is not sufficiently high performance for all applications. For this reason, the
RM5200 processor provides two protocol options that modify the R4000 back-to-back write protocol to allow an address/data
pair every two system cycles. These two protocols are as follows:

Write ReissuallowsWrRdy* to be negated during the address cycle, but forces the write cycle to be re-issued. This
write mode is selected with mode bits 9 and 10 set to ones

Pipelined Writedeave the sample point @rRdy* unchanged, but requires that the external agent accept one more write

than dictated by the R4000 protocol. This write mode is selected with mode bit 9 set to a one, and mode bit 10 set to a
zero.

The write re-issue protocol is shown in Figure 11.14. Writes issue WhRdy * is asserted two cycles prior to the address
cycle. Writes re-issue whafdrRdy* is not asserted at the end of a write issue address cycle.

If a processor write transaction is delayed¥Rdy * being deasserted during its address cycle, then only the first data cycle
will be presented on the bus before the address is re-presented on the bus.

aprwbdPRE

WrRdy * is asserted, indicating the external agent can accept a write request.

WrRdy * remains asserted as the write is issued, and the external agent is ready to accept another write request.
WrRdy * deasserts during the second address cycle. This write request is aborted, but will be reissued.

WrRdy * is asserted, indicating the external agent can accept a write request.

WrRdy * remains asserted, the write is re-issued, and the external agent is able to accept another write request.

Master - Processor >
’ Issue 1950 190e 1850 1890e Issue

syscycle | 1| 2] 3| afs5| 6| 7|8 9] 10| 11]

SysClock

SysAD ’ XAddrOXDataOXAddrlXDatalX Addrl ><Data1><:
SysCmd[8:0] ’ ><Write><NEODXWrite>Q\IEOD>< Write ><NEOD><:

validout* ‘—\ /[
WrRdy* ‘_\@ N\= / 3 \@ i\ s

Figure 11.14 Write Reissue

The pipelined write protocol is shown in Figure 11.15. Writes issue Wh&dy * is asserted two cycles before the address
cycle and the external agent is required to accept one more writéVaRely * is negated.

1. WrRdy* is asserted, indicating the external agent can accept a write request.

2. WrRdy* remains asserted as the write is issued, and the external agent is able to accept another write request.

3. WrRdy* is deasserted during the second address cycle, indicating the external agent cannot accept a follow-on write
request. It does, however, accept this write.

4. WrRdy * is asserted, indicating the external agent can accept a write request.
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Master - Processor >

No No No
Issue Issue Issue Issue Issue Issue

syscydle | 1| 2| 3| 4|5]| 6| 7|89 10| 11
e AVAVAVAVAVAVAVAVAVAVAVAS
SysAD | Yadarofpatao faddr1)patar) Addr2 Npatazf
SysCmd(g:] | N write JvEoD) wiite fneoD) Write fneon(
Validout* ‘—\ /*
wray [\ K02 /e \a [0

Figure 11.15 Pipelined Writes

11.6 External Request Protocols

External requests can only be issued with the System interface in slave state. An external agdmtteegsrtso arbitrate

for the System interface, then waits for the processor to release the System interface to slave state b elssatibgfore

the external agent issues an external request. If the System interface is already in slave state—that is, the processor has p
ously performed an uncompelled change to slave state—the external agent can begin an external request immediately.

After issuing an external request, the external agent must return the System interface to master state. If the exteresl agent
not have any additional external requests to perfesttRgst* must be deasserted two cycles after the cycle in which
Release*was asserted. For a string of external requestExtitgst* signal is asserted until the last request cycle, whereupon

it is deasserted two cycles after the cycle in witefiease*was asserted.

The processor continues to handle external requests as |IBrtRast* is asserted; however, the processor cannot release the
System interface to slave state for a subsequent external request until it has completed the current request. As long as
ExtRqgst* is asserted, the string of external requests is not interrupted by a processor request.

This section describes the following external request protocols:

 null
* write
* read response

11.6.1 External Arbitration Protocol

System interface arbitration uses the sigixifRqst* andRelease*as described above. Figure 11.16 is a timing diagram of
the arbitration protocol, in which slave and master states are shown.

The arbitration cycle consists of the following steps:

The external agent assdetstRqst* when it wishes to submit an external request.
The processor waits until it is ready to handle an external request, whereupon iRedsags*for one cycle.
The processor sets tBgsADandSysCmdbuses to tristate.

The external agent must wait at least two cycles after the assemeteaté before it drives th&sysAD andSysCmd
buses.

5. The external agent negategRqgst* two cycles after the assertionRélease? unless the external agent wishes to per-
form an additional external request.

6. The external agent sets tAgsAD and theSysCmdbuses to tristate at the completion of an external request.

A owbdpRE

The processor can start issuing a processor request one cycle after the external agent sets the bus to tristate.
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Note: Timings for th&ysADCand SysCmdPbuses are the same as those of3hgADand SysCmdbuses,
respectively.

External
Master Processor - ‘ Agent ’ < Processor -
SysCycle \1|2 a|ls|e |7 |8 |9 10|

sysclock |\ _/ >WWM

SysAD Bus > )—EﬁAddr XDatao>—(
SysCmd Bus ‘ \/ >—(Cmd XNEOQ—(
validint | > \ /

)

)
\,

IE

ExtRgst* ’

2
Release* ’ << \_/

Figure 11.16 Arbitration Protocol for External Requests
11.6.2 External Null Request Protocol

The processor supports a system interface external null request, which returns the System interface to master state from slave
state without otherwise affecting the processor.

External null requests require no action from the processor other than to return the System interface to master state.
Figure 11.17 shows a timing diagram of an external null request, which consist of the following steps:

1. The external agent drives a system interface release external null request commagys@rtttbus, and assentali-
din* for one cycle to return system interface ownership to the processor.

2. TheSysADbus is unused (does not contain valid data) during the address cycle associated with an external null request.
3. After the address cycle is issued, the null request is complete.

Fooolwing aSystem interface external request release cydle, the external agent releases3ksCmdandSysAD buses,
and expects the System interface to return to the master state.

Master External Agent =‘ Processor
syscyde || 1|23 ]als |6 | 7]8]| 9 |10]1]12]

sysciock |\ S\
SysAD Bus ‘ XUnsd)—(
SysCmd Bus ‘ XSINU||)—<

validout | 3

Y

Validin*

|
ExtRgst* ‘
|

Release*

Figure 11.17 System Interface Release External Null Request
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11.6.3 External Write Request Protocol

External write requests use a protocol identical to the processor single word write protocol exéaftltite signal is
asserted instead ¥hlidOut* . Figure 11.18 shows a timing diagram of an external write request, which consists of the follow-
ing steps:

The external agent asseetstRqst* to arbitrate for the System interface.

The processor releases the System interface to slave state by aRsdetisg*

The external agent drives a write command orSgfleCmdbus, a write address on t8gsAD bus, and assertéalidin* .

The external agent drives a data identifier orSy@Cmdbus, data on th8ysADbus, and assert&alidin* .

The data identifier associated with the data cycle must contain a coherent or noncoherent last data cycle indication.

After the data cycle is issued, the write request is complete and the external agenSgsSriitandSysAD buses to a
tristate, allowing the System interface to return to master state. Timings fBydA®C andSysCmdPbuses are the
same as those of ti&ysAD andSysCmdbuses, respectively.

ok wnNPE

External write requests are only allowed to write a word of data to the processor. Processor behavior in response tb an exte
write request for any data element other than a word is undefined.

Master < Processor =‘ External Agent ‘= Processor .
SysCycle H1|2|3|4|5|6|7‘8 9|10‘ll‘12’

syscock |\ S\
SysAD Bus | ——{ Addr JData0)——
SysCmd Bus ’ ) /(\Write NEOE)E—@<
validoutr | kf :

validin* | \ 4 |
ExtRgst* ’ ‘\ 1 /
Release* ’ \@_/

Figure 11.18 External Write Request; System Interface Initially a Bus Master

11.6.4 Read Response Protocol

An external agent must return data to the processor in response to a processor read request by using a read response pro
A read response protocol consists of the following steps:

1. The external agent waits for the processor to perform an uncompelled change to slave state.

2. The processor returns the data through a single data cycle or a series of data cycles.

After the last data cycle is issued, the read response is complete and the external ageSys€stendSysADbuses
to a tristate.

The System interface returns to master state.

The processor always performs an uncompelled change to slave state after issuing a read request.

The data identifier for data cycles must indicate the fact that this detponse data

The data identifier associated with the last data cycle must coriéaindata cyclendication.

w

N o gk

For read responses to non-coherent block read requests, the response data does not need to identify the initial cache state
cache state is automatically assigned as dirty exclusive by the processor.

The data identifier associated with a data cycle can indicate that the data transmitted during that cycle is erroneous; howev
an external agent must return a data block of the correct size regardless of the fact that the data may be in error.
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The processor only checks the error bit for the first doubleword of the block. The remaining error bits for the block are
ignored.

Read response data must only be delivered to the processor when a processor read request is pending. The behavior of the pro-
cessor is undefined when a read response is presented to it and there is no processor read pending.

Figure 11.19 illustrates a processor word read request followed by a word read response. Figure 11.20 illustrates a read
response for a processor block read with the System interface already in slave state.

Note: Timings for th&ysADCandSysCmdPbuses are the same as those ofSpgADand SysCmdbuses,
respectively.

Master <—Processor4>‘<_ External Agent —>}<Processor->
SysCycle 9 |10 | 11|12
SysClock !WM}IWL

SysAD Bus | | Addr ——{

)
SysCmd Bus ’ XRead)—( \/\/
ValidOut* ’ \_/ % 2 ]
\
({

Validin*

|
ExtRqgst* ’
Release* ’

=

Figure 11.19 Processor Word Read Request, followed by a Word Read Response

External Agent ———» ’ -<«—— Processor ———»

syscyde || 1| 2] 3| a]|s |6 |78 |9 ]10]n]1]
sscock |\ LYY
SysAD Bus ‘ XDataOXDataJXDataé(Dataﬁﬂ(
SysCmd Bus ‘ XNDatamt_aX\lDa;taX\lEOD{—(
ValidOut* ‘ 5 g

2
ValidIn* ‘ \ /

ExtRgst* \

Release* ‘

Figure 11.20 Block Read Response, System Interface already in Slave State
11.7 Secondary Cache Read Protocol (RM527x only)

There are three possible scenarios which can occur on a secondary cache access.

1. Secondary cache read hit
2. Secondary cache miss
3. Secondary cache miss with bus error
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11.7.1 Secondary Cache Read Hit

Figure 11.21 shows the secondary cache read hit protocol. When a block read request is speculatively issued to both the s
ondary cache and the external agent, but completed by the secondary cache:

1. The processor issues a block read request and also ass8d$@ier, SCTDE*, andScDCE* secondary cache control
signals. In addition the processor drives the cache indexSmhioe[15:0] and the sub-block order doubleword onto
ScWord[1:0]. Assertion ofScTCE*, along withValidOut* andSysCmd indicates to the external agent that this is a sec-
ondary cache read request. In addition, the assertiSoTWEE* initiates a tag RAM probe. The assertiorseTDE*
loads the tag portion of tHgysAD bus into the tag RAM. Th8cValid signal is asserted to probe for a valid cache tag.
The assertion dcDCE?* initiates a speculative read of the secondary cache data RAMs.

2. TheScMatch signal from the tag RAM is sampled by both the processor and the external agent. Ass8aidatoh
indicates a secondary cache tag hit, causing the external agent to abort the memory read. Hence the external cache d
RAMs now ownSysAD and supply the first of a 4 doubleword burst in response to the 4¢OIEE* burst. The
SysCmdbus is not driven during the secondary cache read.

3. Ownership of th&ysADbus is returned to the processor.

4. The timing ofScDCE* is dependent on the setting of the boot-time mode serial bit[15]. If mode bit[15¢BCE* will
negate at time t5 to accommodate Dual Cycle De-select (DCD) SRAMs timing. If mode bit[88P€1E* will negate
at time t6 to accommodate Single Cycle De-select (SCD) SRAM timing.

Master <«— Processor _>’ <« Secondary Cache —>‘< Processor »

SysCycle 1 | 2| 3] 4| 5 | 6| 7] 8| 9 | 10]

SysClock ;_\J_\J_\J_\J—\J_\J_\J_\J—\IL
SysAD ‘ Data0 X Datal X Data2 X Data3 >—B<:
SysCmd([8:0] ‘:)@ /—\
ScLine[15:0] ‘ X Index X

ScWord(10] | Ao ko Xe)fof

ScTCE* ‘—\ﬂ/
ScTDE* ‘—\_/
Scvalid ‘g \

ScMatch ‘ / 2 \

ScDCE* ‘ \ / (4 /

ScCWE* |

SCDOE* ‘

ValidOut* ‘ \ /
Release* ‘ \ /

Figure 11.21 Secondary Cache Read Hit

11.7.2 Secondary Cache Read Miss

Figure 11.22 shows the secondary cache read miss protocol when a block read request is speculatively issued to both the
ondary cache and the external agent, but is completed by the external agent with a response to both the secondary cache
the processor.
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1. The processor issues a block read request and also ass8d$@ter, SCTDE*, ScDCE*, andScValid signals and
drives the cache index ongeLine[15:0] andScWord[1:0].

2. TheScMatch signal from the tag RAM is sampled by the processor and external agent. Since the signal is negated, indi-
cating a secondary cache miss, 8ysAD data from the secondary cache is invalid.

3. The external agent negatesDOE* to tristate the data RAM outputs, indicating that it will be supplying the read
response. The processor tristateSitsVord[1:0] outputs to allow the external agent to drive them during the read
response.

4. The processor asse8sCWE* to prepare the data RAMs for a write of the response data.

5. The external agent supplies the first doubleword of the read response and/akderts. The data is both written into
the secondary cache and accepted by the proc8ys@mdindicates that data is not erroneous. Note that this response
may be delayed additional cycles.

6. The processor asseB8sTCE* to write the tag value stored in the tag RAM data input register two cycleValftdn* is

asserted.

7. The external agent asse®tsDOE* to indicate that it will supply the last doubleword of the read response in the next
cycle.

8. The processor negat®sDCE* two cycles after the next assertionStiDOE* in order to complete the secondary cache
line fill.

Master Processor ‘ Secondary Cache, ‘: External Agent -
SysCycle 1 | 2| 3] 4| 5 | 6] 7] 8 | 9 | 10|

SysClock l\m
SysAD | X adar ———patao ){ patar )—{ pateo ) Data1 ) pata2 ) Datas ——
Syscma[s:0] | Read ) { NData ) NData } NData | NEOD ——
scLinel15:0] | | Index | —
seworarzo] | J 0 e s w0 fu Yo {6 }—
serees |\ @/ \&
seroer |\ /

SCTOE* ‘

ScValid ‘J \
ScMatch ‘ \ 2 /

soocer |\ [ B
/7

SCCWE* ‘ \ 4

ScooE* | / \
vaisour | \___/
Release | \___/
validin® | = [

Figure 11.22 Secondary Cache Read Miss

11.7.3 Secondary Cache Read Miss with Bus Error

Figure 11.23 shows a secondary cache read miss with bus error protocol. This protocol is the same as the secondary cache read
miss except:
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1. The external agent supplies the first doubleword of the read response data with the data er®ys@rse{%]=1. Note

that the data error bit &ysCmdis only checked during the first doubleword of a read response.

2. The processor asse8sTCE* andScTDE* to write the new tag value into the secondary cache tag RAMSelhlid

negated to invalidate this line.

‘ External Agent

-
< >

Master

Processor ’ Secondary Cache ‘

SysCycle

|+ L2l sl 4] s | 6] 7] 8] 9] 10]
sseosc | A\ SN AN
sysaD | Data0 )\ Data1 | Data0 ), Data | Data2 | Data3 }——
SysCmd[8:0] ‘ ]@ E <NData>< NData X NData X NEOD >—
ScLinef1s:0] | | Index —
soworefto] | o { n X o Ko =0 fn Ko o)
sree |\ / S
soe | \__/ e/s

SCTOE* ’

ScValid ‘ _/ \ \
ScMatch ‘ \ /
soocer |\

SCCWE* ‘ \

ScDOE* ‘ / \

ValidOut* ‘ \ /
Release* ‘ \ /
Validin* ‘ \ /7

Figure 11.23 Secondary Cache Read Miss with Bus Error

11.8 Secondary Cache Write

Figure 11.24 shows a secondary cache write protocol. For the external agent, this protocol is the same as a non-secondan

cache mode block write to the external agent, but the data is also written into the secondary cache.

1. The processor issues a block write and also aeTGE*, SCTDE*, andScCWE?* in order to write the tag portion of
the address o8ysADinto the secondary cache tag RAM. The processor as&artdid to set the secondary cache tag to

valid.
2. The processor asse8sDCE* to write the block into the secondary cache data RAMSs.
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Master - Processor -
syscyce | 12 [ 2| 3 | 4| 5 | 6] 7| 8] 9| 10]
S WAV AWAW AW AW AWAWEWN
SysAD ‘ XAddressX Data0 X Datal X Data?2 X Data3 ><
SysCmd[8:0] ‘ >< Write >< NData >< NDataX NData >< NEOD><
ScLine[15:0] ‘ X Index X

Seword[1:0] | fo fu X e ke
scTeer | 1/
ScTDE* | \
ScToE* |
Sovaid | [\
socer |\ 2 /
ScDoE* |

scower |\ /
vaidourr |\ /

Figure 11.24 Secondary Cache Write Operation

11.9 Secondary Cache Line Invalidate

The RM527x processors have the ability, via the CACHE instruction, to invalidate either a single line or 128 consecutive lines
(address aligned) of the secondary cache. The invalidate operation is analogous to writing to the Tag RAM and invalidating the
line in question. Th&cTCE*, SCTDE*, andScCWE?* signals are driven active in the same clock astsAD andScLine

busses witlScValid negated. Invalidates are the only cache operations which may occur back-to-back. Naleat* is

not asserted during secondary cache invalidate operations as the external agent does not participate in secondary cache invali-
dates.

Figure 11.25 shows the secondary cache invalidate protocol.
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Master ~——— Processor ——p»

Syscyce | 1 | 2 | 3 | 4 | 5 |
syscoo |\ S\ L\
SysAD[35:19]‘ X Tag
SysCmd[8:0] ‘ N Undet |
ScLine[15:0] ‘ X ndex )

SCTCE* ‘ \ /
SCTDE* ‘ \ /

SCTOE* ‘

Scvalid ‘ ) /
ScDCE* ‘
scewer |\ [
Validout* ‘

Figure 11.25 Secondary Cache Line Invalidate

The repeat rate for cache line invalidate instructions isSysgClockcycles. The repeat rate for cache page invalidate is one
SysClockper line for 128 consecutigysClockcycles.

11.10 Secondary Cache Probe Protocol

The secondary cache probe operation is analogous to a Tag RAM read operattecil CTEeand SCTDE* signals are

asserted in the same clock as system address and the secondary cache line index. The processor therSysiaibsishe

and assertSCTOE*. One clock later the tag information is driven ontoSlgsAD bus.ValidOut* is not asserted during a sec-
ondary cache probe operation as the external agent does not participate in secondary cache probes. The Tag RAM data at
driven ontoSysAD[35:19]andScValid, which are the onlgysAD signals valid during a probe operation.

A Secondary Cache Probe is initiated by executing an Index Load Tag CACHE instruction on the secondary cache.

Figure 11.26 shows a timing diagram of a secondary cache probe protocol.
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Secondary

Processor Cache
Master |

SysCycle

| 1 ] 2| 3] 4| 5 |
ssooce |\ \ S\
SysAD ’ ><Addr >—< Tag >7

SysCmd[8:0] ’ >< Undef X

ScLine[15:0] ’ >< Index X

SCTCE* ’ \ /
ScTDE* ’ \ /
SCTOE* ’ \ /

Scvalid ‘ Valid

ScDCE* ’

SCCWE* ’

ValidOut* ‘

Figure 11.26 Secondary Cache Probe (Tag RAM Read)
11.11 Secondary Cache Flash Clear Protocol

In addition to the line invalidate operation, the RM527x processor also has, via the CACHE instruction, the ability teeinvalida
the entire secondary cache in one operation. This operation allows the processor to clear the entire column of Tag RAM valid
bits. In order to execute this operation the Tag RAM must support a flash clear of the valid bit column. As with theidine inval
date operationialidOut* is not asserted during the flash clear operation as the external agent does not participate in flash
clear operations. In addition, tiseTCE*, SCTDE*, andScCWE* signals need not be asserted. The asserti8ecOLR* is

all that is necessary for the Tag RAM to perform the requested operation. Figure 11.27 illustrates the secondary cache flash
clear protocol.

Processor
Master - >

Syscycle | 1 | 2 | 3 | 4 | 5 |

syscock |\ \ S\ S\
ScCLR* ’ \ /

Figure 11.27 Secondary Cache Flash Clear

11.12 SysADC[7:0] Protocol

The following rules apply to the use $sADC[7:0] during a block read response.

» Data is checked on only the first doubleword of the transfer. If the data is erro8geGsnd[5F1), the primary cache
line is invalidated and a bus error exception is generated.

« A parity error on the first doubleword will be detected as it is issued and will cause a cache parity error exception. The
cache line will be valid. Parity errors in subsequent doubles will be detected if and when they are referenced.

* Onthe following three doublewords: The data erroneous bit is ignored. Parity for each of the three doublewords is written
into the cache, but is not checked until the data is referenced.
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Any read that will fill the secondary cache must receive correct parity for all 4 doubleByedanid[4}=0) for data
going to the secondary cache.
For a secondary cache mode read hit cycle: The data erroneous bit is ignored. Parity checking is implicitly ON, indicatir
that the secondary cache must implement the SysADC bits.
If a memory error occurs during a block read operationSys2ADC bits should be forced to bad parity for all bytes
affected by the memory error during the read response. Since the processor performs an early-restart on data cache li
fills, setting theSysCmd[5] bit on any transfer other than the first doubleword does not cause a bus error. Forcing bad pal
ity will generate a cache error if any of the remaining three doublewords of the transfer are referenced.

11.13 Data Rate Control

The System interface supports a maximum data rate of one doubleword per cycle for the RM526x/7x and a maximum data r
of one word per cycle for the RM523x. The rate at which data is delivered to the processor can be determined by the extert

agent—for example, the external agent can drive data and \@slggii* everyn cycles, instead of every cycle. An external
agent can deliver data at any rate it chooses.

The processor only accepts cycles as valid wadidIin* is asserted and ti8ysCmdbus contains a data identifier; thereafter,

the processor continues to accept data until it receives the data word tagged as the last one.

Figure 11.28 shows how the External Agent can introduce wait states by deasselaiglthe pin.

For Processor Write Requestie data flow is controlled by the processor write data transfer pattern. This pattern is set up dut
ing power-up initialization through the serial mode-bit stream. Modebits[4:1] are used to control the processor write data flo
pattern.

Processor External Agent
Master - > ‘ 9

< |
syscyele || 1] 23| als e |7 |8 |o|w0]n]]

S Y AVAVAVAYAVAVAWAWAWRWAN

/ \ [Sarao) [Saraz)

SysAD Bus | \ Addr }——{Data0} {Data1) {Data2) (Data3)

SysCmd Bus | (Read|——NDatg——{ NDaty——(NDat NEO

ValidOut* ’ \ /

RdRdy* ’

Release* ’ \ /

validin® | | \ | | |

Figure 11.28 External Agent controlling Processor Read Data Flow by deasserting Validln*

11.14 Write Data Transfer Patterns

A data pattern is a sequence of letters indicatingl#étti@andidle cycles that repeat to provide the appropriate data rate. For
example, the data pattelrDxx specifies a repeatable data rate of two doublewords every four cycles, with the last two cycles
unused. Table 11.2: lists the possible block write data rate patterns, which may be specified at boot time for a 64+it interfa

Table 11.3: is for 32-bit interfaces.
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Table 11.2: Block Write Data Rate Patterns for 64bit Bus Interface

Maximum Data Rate Data Pattern
1 Double/1 SysClock Cycle DDDD
2 Doubles/3 SysClock Cycles DDxDDx
1 Double/2 SysClock Cycles DDxxDDxx
1 Double/2 SysClock Cycles DxDxDxDx
2 Doubles/5 SysClock Cycles DDxxxDDxxx
1 Double/3 SysClock Cycles DDxxxXDDxxxx
1 Double/3 SysClock Cycles DxxDxxDxxDxx
1 Double/4 SysClock Cycles DDXXXXXXDDXXXXXX
1 Double/4 SysClock Cycles DXXXDXXXDXXXDXXX

In Table 11.2:, block write data patterns are specified using the Bttwdx; D indicates a double-word-data cycle and
indicates an unused cycle.

Table 11.3: Block Write Data Rate Patterns for 32bit Bus Interface

Maximum Data Rate Data Pattern
1 Double/1 SysClock Cycle WWWWWWWW
2 Doubles/3 SysClock Cycles WWXWWXWWXWWx
1 Double/2 SysClock Cycles WWXXWWxXXWWxXXWWxX
1 Double/2 SysClock Cycles WXWXWXWXWXWXWXWX
2 Doubles/5 SysClock Cycles WWXXXWWXXXWWXXXWW XXX
1 Double/3 SysClock Cycles WWWXXXXW WXV W XXX WX XXX
1 Double/3 SysClock Cycles WXXWXXWXXWXXWXXWXXWXXW XX
1 Double/4 SysClock Cycles WWWXXXXXXWWWW XXXV W XXXV VW XXX
1 Double/4 SysClock Cycles WOV XXXWV XXMV XXXV XV XXV XXX

In Table 11.3:, block write data patterns are specified using the Mttarslx; W indicates a word-data cycle axdhdicates
an unused cycle.

Figure 11.29 shows a block write that provides data to the external agent at a data rate of two doublewords every three cycles
using the data patteDx.
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Master - Processor ——— p|q— Processorp
syscyele || 1| 2| 3| a]ls|e | 7|8 |9 |10]11]12]
syscock |\ S\
SysAD Bus | {Addr{pataojpatat)  Jpataz)patas——

SysCmd Bus | (Addr)NDatajNDatsl  JNDatafNEOD——

Validin* ‘

valdour |\ [\ /

ExtRgst |

Release* |

Figure 11.29 Block write at DDxDDx data transfer pattern rate.

11.15 Independent Transmissions on the SysAD Bus

In most applications, th8ysADbus is a point-to-point connection, running from the processor to a bidirectional registered
transceiver residing in an external agent. For these applicatiorgydA® bus has only two possible drivers, the processor or
the external agent.

Certain applications may require connection of additional drivers and receiversSisie bus, to allow transmissions over
the SysAD bus that the processor is not involved in. These are ¢atlependentransmissionsTo effect an independent
transmission, the external agent must coordinate control &yh&D bus by using arbitration handshake signals and external
null requests.

An independent transmission on BgsAD bus follows this procedure:

1.
2.
3.

4.

The external agent asseetstRqst* to request mastership of tisysAD.

The processor does an compelled change to slave state and signals so by Rseseais#igor one clock cycle.

The external agent then performs it's independent transmission 8psAB bus, making sure not to assealidin*

while the transmission is occurring.

When the independent transmission is complete, the external agent musSgstgrainterface external request release
null command withvalidIn * asserted to return the System interface to master state.

11.16 System Interface Endianness

The endianness of the System interface is programmed at boot time through the boot-time mode control interfdgig-and the
Endian pin. TheBigEndian pin allows the system to change the processor addressing mode without rewriting the mode
ROM. If endianness is to be specified via BigEndian pin, program mode ROM bit 8 to zero. If endianness is to be specified

by the mode ROM, ground ttiBgEndian pin. Software cannot change the endianness of the System interface and the externa
system; software can set the reverse endian bit to reverse the interpretation of endianness inside the processor,rbut the en

ness of the System interface remains unchanged.

11.17 System Interface Cycle Time

The processor specifies minimum and maximum cycle counts for various processor transactions and for the processor respc
time to external requests. Processor requests themselves are constrained by the System interface request protocol, and re
cycle counts can be determined by examining the protocol. The following System interface interactions can vary within min

mum and maximum cycle counts:
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» waiting period for the processor to release the System interface to slave state in response to an extermalaasgiest (
latency)
* response time for an external request that requires a respateadl response latency

The remainder of this section describes and tabulates the minimum and maximum cycle counts for these System interface
interactions.

11.18 Release Latency

Release latencig generally defined as the number of cycles the processor can wait to release the System interface to slave
state for an external request. When no processor requests are in progress, internal activity can cause the procegser to wait so
number of cycles before releasing the System interface. Release latency is therefore more specifically defined as the number of
cycles that occur between the assertioBxdRgst* and the assertion dteleaseé.

There are three categories of release latency:

1. Category 1: when the external request signal is asserted two cycles before the last cycle of a processor request.

2. Category 2: when the external request signal is not asserted during a processor request or is asserted during the last cycle
of a processor request.

3. Category 3: when the processor makes an uncompelled change to slave state.

Table 11.4: summarizes the minimum and maximum release latencies for requests that fall into categories 1, 2, and 3. Note that
the maximum and minimum cycle count values are subject to change.

Table 11.4: Release Latency for External Requests

Category Minimum PCycles Maximum PCycles
1 4 6
2 4 24
3 0 0

11.19 System Interface Commands/Data Identifiers

System interface commands specify the nature and attributes of any System interface request; this specification is made during
the address cycle for the request. System interface data identifiers specify the attributes of data transmitted during a System
interface data cycle.

The following sections describe the syntax, that is, the bitwise encoding of System interface commands and data identifiers.

Reserved bits and reserved fields in the command or data identifier should be set to 1 for System interface commands and data
identifiers associated with external requests. For System interface commands and data identifiers associated with processor
requests, reserved bits and reserved fields in the command and data identifier are undefined.

11.19.1 Command and Data Identifier Syntax

System interface commands and data identifiers are encoded in 9 bits and are transmitt8gs@nldéus from the proces-

sor to an external agent, or from an external agent to the processor, during address and data cycles. Bit 8 (the nmist-significa
bit) of theSysCmdbus determines whether the current content oS mdbus is a command or a data identifier and,
therefore, whether the current cycle is an address cycle or a data cycle. For System interface c@ys@andé)must be

set to 0. For System interface data identifiSgssCmd(8)must be set to 1.
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11.19.2 System Interface Command Syntax

This section describes tiysCmdbus encoding for System interface commands. Figure 11.30 shows a common encoding
used for all System interface commands.

0 Request Type Request Specific

Figure 11.30 System Interface Command Syntax Bit Definition
SysCmd(8)must be set to 0 for all System interface commands.

SysCmd(7:5)specify the System interface request type which may be read, write, or null. Table 11.5: shows the types of
requests encoded by tBgsCmd(7:5)bits.

SysCmd(4:0)are specific to each type of request and are defined in each of the following sections.

Table 11.5: Encoding of SysCmd(7:5) for System Interface Commands

SysCmd(7:5) Command
0 Read Request
1 Reserved
2 Write Request
3 Null Request
4-7 Reserved

11.19.2.1 Read Requests
Figure 11.31 shows the format oSgsCmdread request.

8 7 5 4 3 2 1 0

Read Request Specific
(see tables)

0 000

Figure 11.31 Read Request SysCmd Bus Bit Definition
Tables 11.6 through 11.8 list the encodingSy$Cmd(4:0)for read requests.

Table 11.6: Encoding of SysCmd(4:3) for non-block Read Requests

SysCmd(4:3) Read Attributes
0-1 Reserved
2 Noncoherent block read
3 Doubleword, partial doubleword, word, or partial word
QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054 123

408.565.0300 408.565.0335 www.gedinc.com




System Interface Protocols RM5200™ Family, User Manual

Table 11.7: Encoding of SysCmd(2:0) for Block Read Request

SysCmd(21:0) Read Block Size
0 Reserved
1 8 words
2-3 Reserved
SysCmd(2) Reserved

Table 11.8: Read Request Data Size Encoding of SysCmd(2:0)

SysCmd(2:0) Read Data Size
0 1 byte valid (Byte)

2 bytes valid (Halfword)

3 bytes valid (Tribyte)

4 bytes valid (Word)

5 bytes valid (Quintibyte)

6 bytes valid (Sextibyte)

7 bytes valid (Septibyte)

8 bytes valid (Doubleword)

N O O M| W[N] P

11.19.2.2 Write Requests

Figure 11.32 shows the format oSgsCmdwrite request.

Table 11.9: lists the write attributes encoded in 8itsCmd(4:3) Table 11.10: lists the block write replacement attributes
encoded in bitSysCmd(2:0) Table 11.11: lists the write request bit encodingSyisCmd(2:0)

8 7 5 4 3 2 1 0

0 010 Write Request Specific
(see tables)
| |

Figure 11.32 Write Request SysCmd Bus Bit Definition

Table 11.9: Write Request Encoding of SysCmd(4:3)

SysCmd(4:3) Write Attributes
0 Reserved
1 Reserved
2 Block write
3 Doubleword, partial doubleword, word, or partial word

124 QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054
408.565.0300 408.565.0335 www.gedinc.com




RM5200™ Family, User Manual System Interface Protocols

Table 11.10:Block Write Request Encoding of SysCmd(2:0)

SysCmd(1:0) Write Block Size
0 Reserved
1 8 words
2-3 Reserved
SysCmd(2) Reserved

Table 11.11:Write Request Data Size Encoding of SysCmd(2:0)

SysCmd(2:0) Write Data Size
0 1 byte valid (Byte)

2 bytes valid (Halfword)

3 bytes valid (Tribyte)

4 bytes valid (Word)

5 bytes valid (Quintibyte)

6 bytes valid (Sextibyte)

7 bytes valid (Septibyte)

8 bytes valid (Doubleword)

N O O M| W[N] P

11.19.2.3 Null Requests

Figure 11.33 shows the format o8gsCmdnull request.

0 011 Null Request Specific
(see tables)
| |

Figure 11.33 Null Request SysCmd Bus Bit Definition

System interface release external null requests use the null request command. Table 11.12: lists the eiSyadingd(4f3)
for external null requests.

SysCmd(2:0)are reserved for null requests.

Table 11.12:External Null Request Encoding of SysCmd(4:3)

SysCmd(4:3) Null Attributes
0 System Interface release
1-3 Reserved
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Table 11.13:SysCmd[8:0] Command Identifier Encoding summary

SysCmd[8:0] Encoding Command o

. Command Description
876|543 [2|1]0 Mnemonic
0O(0|0|0|1]|1]|0]| 0] 0 |RdByte Read a single byte
0(0|0|0|1]|]1]|0]| 0] 1 |RdHalfword Read 2 bytes
0O(0|0|0]|1]|1|0]| 1|0 |RdTribyte Read 3 bytes
o(0|0O|0|1]|1]0]|1]|1|RdWord Read 4 bytes (Word)
0O|0|0|0|1]|1]|1]| 0] 0 |RdQuintibyte Read 5 bytes
O[0|0|0]|1]|]1]|1]| 0] 1 |RdSextibyte Read 6 bytes
O(0|0|0|1]1]|1]|1]| 0 |RdSeptibyte Read 7 bytes
0O[0|0|0|1]|]1|1]| 1|1 |RdDoubleword |Read 8 bytes (doubleword)
0O(0|0|0|1]|]0]|X]| 0] 1 |RdBlock Read 32 bytes (cache line)
0O(0|1|0|1|1]|0]|0]| 0 |WrByte Write a single byte
oOo(0|1|0|1]1]|0]| 0] 1 |WrHalfword Write 2 bytes
O(0|1]|0|1]|1|0]| 1|0 |WrTriByte Write 3 bytes
o(o0f1|0|1|1]0]|1]|1|WrWord Write Word (4 bytes)
O(0O|12|0|1]|1]1]| 0] 0 |WrQuintbyte Write 5 bytes
O|0|1]|0]|1]1|1]|0]1|WrSextibyte Write 6 bytes
O(O0|212|0|1]|1]|1]|1]|0 |WrSeptbyte Write 7 bytes
0O(0|1|0|1]|1|1]|1]|1|WrDoubleword |Write 8 bytes (doubleword)
0O(0|1|0]|1]|]0]|X]| 0] 1 |WrBlock Write 32 byte (cache line)
0O[0|1]|1]|]0]0]| X ]| X | X |NulReq Null Request Command

11.19.3 System Interface Data ldentifier Syntax

This section defines the encoding of 8yesCmdbus for System interface data identifiers. Figure 11.34 shows a common

encoding used for all System interface data identifiers.

8 7 6 5 3 2 0
See
1 Last Resp Err Note |Reserved| Cache
Data Data | Data | below State

Figure 11.34 Data Identifier SysCmd Bus Bit Definition

SysCmd(8)must be set to 1 for all System interface data identifiers.

Note: SysCmd(4)s reserved for processor data identifier.

In an external data iden8fisCmd(4)ndicates
whether or not to check the data and check bits for parity erS8ysfCmd(4)s set, the check bits are

ignored and the RM5200 generates even parity for the data it receives.

11.19.3.1 Noncoherent Data

Noncoherent data is defined as follows:

» data that is associated with processor block write requests and processor doubleword, partial doubleword, word, or partial

word write requests

« data that is returned in response to a processor noncoherent block read request or a processor doubleword, partial double-

word, word, or partial word read request
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» data that is associated with external write requests
» data that is returned in response to an external read request

11.19.3.2 Data Identifier Bit Definitions

SysCmd(7)marks the last data element @ykCmd(6)indicates whether or not the data is response data, for both processor
and external coherent and noncoherent data identifiers. Response data is data returned in response to a read request.

SysCmd(5)indicates whether or not the data element is error free. Erroneous data contains an uncorrectable error and is
returned to the processor, forcing a bus error. In the case of a block response, the entire line must be deliveredssathe proce

no matter how minimal the error. Note that the processor only clBgsikdmd(5)during the first doubleword of a block read
response.

SysCmd(4)indicates to the processor whether to check the data and check bits of this data element, for both coherent and r
coherent external data identifiers.

SysCmd(3)is reserved for external data identifiers.
SysCmd(2:0)are reserved for non-coherent data identifiers.

Table 11.14: lists the encodings®fsCmd(7:3)for processor data identifiers. Table 11.15: lists the encodings of
SysCmd(7:3)for external data identifiers.

Table 11.14:Processor Data ldentifier Encoding of SysCmd(7:3)

SysCmd(7) Last Data Element Indication
0 Last data element
1 Not the last data element

SysCmd(6) Response Data Indication
0 Data is response data
1 Data is not response data

SysCmd(5) Good Data Indication
0 Data is error free
1 Data is erroneous

SysCmd(4) Data Parity Checking Enable
0 Check data parity
1 Ignore data parity

SysCmd(3) Reserved
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Table 11.15:External Agent Data Identifier Encoding of SysCmd(7:3)

SysCmd(7) Last Data Element Indication
0 Last data element
1 Not the last data element

SysCmd(6) Response Data Indication
0 Data is response data
1 Data is not response data

SysCmd(5) Good Data Indication
0 Data is error free
1 Data is erroneous

SysCmd(4) Data Parity Checking Enable
0 Check the data and check bits
1 Do not check the data and check bits

Reserved

SysCmd(3)

11.20 System Interface Addresses

System interface addresses are full 36-bit physical addresses presented on the least-significant 36 bits (bits 35 tkineugh 0) of
SysAD bus during address cycles. Virtual address\t{4 3:12] can be aliased by the on-chip cache, so they appear on
SysAD[57:56](RM526x/7x only). The remaining bits of tisysADbus are unused during address cycles.

11.20.1 Addressing Conventions

Addresses associated with doubleword, partial doubleword, word, or partial word transactions and update requests, are aligned
for the size of the data element. The system uses the following address conventions:

» Addresses associated with block requests are aligned to double-word boundaries; that is, the low-order 3 bits of address
are 0.

* Doubleword requests set the low-order 3 bits of address to 0.

* Word requests set the low-order 2 bits of address to 0.

» Halfword requests set the low-order bit of address to 0.

* Byte, tribyte, quintibyte, sextibyte, and septibyte requests use the byte address.

11.20.2 Subblock Ordering

The order in which data is returned in response to a processor block read request is subblock ordering. In subblock ordering,
the processor delivers the address of the requested doubleword within the block. An external agent must return the block of
data using subblock ordering, starting with the addressed doubleword.

For block write requests, the processor always delivers the address of the doubleword at the beginning of the block; the proces
sor delivers data beginning with the doubleword at the beginning of the block and progresses sequentially through the double-
words that form the block.

During data cycles, the valid byte lines depend upon the position of the data with respect to the aligned doubleword (this may
be a byte, halfword, tribyte, quadbyte/word, quintibyte, sextibyte, septibyte, or an octalbyte/doubleword). For example, in lit
tle-endian mode, on a byte request where the address moduloSy/&\M(7:0)are valid during the data cycles. Table 11.16:

lists the byte lanes used by the RM526x/7x for partial word transfers for both big and little endian. Table 11.16: lists the by
lanes used by the RM523x for partial word transfers for both big and little endian.
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Table 11.16:Partial Word Transfer Byte Lane Usage - RM526x/7x

# Bytes Address SysAD byte lanes used (Big Endian)
SysCmd[2:0] Mod 8 63:56 | 55:48 | 47:40 |39:32 [31:24 [23:16 | 158 | 7:0
0 X
1 X
2 X
3 X
1 (000)
4 X
5 X
6 X
7 X
0 X X
2 X X
2 (001)
4 X X
6 X X
0 X X X
1 X X X
3 (010)
4 X X X
5 X X X
0 X X X X
4 (011)
4 X X X X
0 X X X X X
5 (100)
3 X X X X X
0 X X X X X X
6 (101)
2 X X X X X X
0 X X X X X X X
7 (110)
1 X X X X X X X
8 (111) 0 X X X X X X X
Address 7:0 15:8 | 23:16 | 31:24 | 39:32 |47:40 |55:48 |63:56
Mod 8 SysAD byte lanes used (Little Endian)
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Table 11.17:Partial Word Transfer Byte Lane Usage - RM523x

SysAD Byte Lanes Used

# Bytes Address (Big Endian)
SysCmd[2:0] Mod 4
31:24 | 23:16 15:8 7:0
o *
1 *
1 (000) 5 -
3 *
o * *
2 (001) 5 . .
o * * *
3 (010) I . . .
4 (011) 0 * * * *
7:0 15:8 23:16 | 31:24
# Bytes Address

SysCmd[2:0] Mod 4 SysAD Byte Lanes Used
(Little Endian)

11.20.3 Processor Internal Address Map

External reads and writes provide access to processor internal resources that may be of interest to an external agent. The pro-
cessor decodes bi/sAD(6:4)of the address associated with an external read or write request to determine which processor
internal resource is the target. However, the processor does not contain any resourceg#uzttdethrough an external

read request. Therefore, in response to an external read request the processor returns undefined data and a dath identifier wit
its Erroneous Datait, SysCmd(5) set. Thdnterrupt register is the only processor internal resource availablerfieraccess

by an external request. Theerruptregister is accessed by an external write request with an address oh(fi 6:4 of the

SysAD bus.
11.21 Error Checking

11.21.1 Parity Error Checking

The RM5200 processors uses only even parity error detection.

Parity is the simplest error detection scheme. By appending a bit to the end of an item of data—pasitledit—single bit
errors can be detected; however, these errors cannot be corrected.

There are two types of parity:

* Odd Parity adds 1 to any even number of 1s in the data, making the total number of 1s odd (including the parity bit).
» Even Parity adds 1 to any odd number of 1s in the data, making the total number of 1s even (including the parity bit).

Odd and even parity are shown in the example below:

Data(3:0) Odd Parity Bit  Even Parity Bit
0010 0 1

The example above shows a single biData(3:0) with a value of 1; this bit iData(1).

In even parity, the parity bit is set to 1. This makes 2 (an even number) the total number of bits with a value of 1.
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Odd parity makes the parity bit a 0 to keep the total number of 1-value bits an odd number—in the case shown above, the |
gle bitData(1).

The example below shows odd and even parity bits for various data values:

Data(3:0) Odd Parity Bit Even Parity Bit
0110 1 0
0000 1 0
1111 1 0
1101 0 1

Parity allows single-bit error detection, but it does not indicate which bit is in error—for example, suppose an oddgarity val
of 00011 arrives. The last bit is the parity bit, and since odd parity demands an odd number (1,3,5) of 1s, this dataiis in err
has an even number of 1s. However it is impossible tevkedh bit is in error.

11.21.2 Error Checking Operation

The processor verifies data correctness by using even parity as it passes data from the System interface to/from the primal
caches.

11.21.2.1 System Interface

The processor generates correct check bits for doubleword, word, or partial-word data transmitted to the System interface.
it checks for data correctness, the processor passes data check bits from the primary cache, directly without changing the
to the System interface.

The processor does not check data received from the System interface for external writes. By s8yta@nth§d]bit in the
data identifier, it is possible to prevent the processor from checking read response data from the System interface.

The processor does not check addresses received from the System interface and does not generate check bits for address
transmitted to the System interface.

The processor does not contain a data corrector; instead, the processor takes a cache error exception when it detects an e
based on data check bits. Software is responsible for error handling.

11.21.2.2 System Interface Command Bus

In the RM5200 processors, the System interface command bus has a single pSyisCnitdP that provides even parity over

the 9 bits of this bus. ThHeysCmdPparity bit is not generated when the system interface is in master state and is not checkec
when the System interface is in slave state. This signal is defined to maintain R4000 compatibility and is not funcgonal in tt
RM5200 processors.

11.21.2.3 Summary of Error Checking Operations

Error checking operations are summarized in Tables 11.18 and 11.19.
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Table 11.18:Error Checking and Generation Summary for Internal Transactions

Uncached

Primary Cache Load

Primary Cache

Bus Uncached Load Write to System | Cache Instruction
Store from System Interface
Interface
Processor Data From system Not checked From system interface Checked; Trap Check on cache
unchanged on error write-back; Trap on

error

System Address,
Command, and
Check bits; Transmit

Not Generated

Not Generated

Not Generated

Not Generated

Not Generated

System Address,
Command, and
Check Bits; Receive

Not Checked

Not Checked

Not Checked

Not Checked

Not Checked

System Interface

Checked, Trap

From Processor

Checked on requested

From primary

From primary

Data on error doubleword, Trap on error | cache cache
System Interface Checked, Trap Generated Checked on requested From primary From primary
Data Check Bits on error doubleword, Trap on error | cache cache

Table 11.19:Error Checking and Generation Summary for External Transactions

Bus

External Write

Processor Data

NA

System Address, Command, and Check bits; Transmit

NA

System Address, Command, and Check Bits; Receive

Not Checked

System Interface Data

Not Checked

System Interface Data Check Bits

Not Checked
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Section 12 CPU Exception & Interrupt Processing

This section describes the CPU exception processing, including an explanation of exception processing, followed by the fo
mat and use of each CPU exception register.

12.1 Overview of Exception Processing

The processor receives exceptions from a number of sources, including translation lookaside buffer (TLB) misses, arithmet
overflows, 1/O interrupts, and system calls. When the CPU detects one of these exceptions, the normal sequence of instruc
execution is suspended and the processor enters Kernel mode.

The processor then disables interrupts and forces execution of a software exception processohgoaledlacated at a

fixed address. The handler saves the context of the processor, including the contents of the program counter, the current o
ating mode (User or Supervisor), and the status of the interrupts (enabled or disabled). This context is saved so it can be
restored when the exception has been serviced.

When an exception occurs, the CPU loadskeeption Program CountéEPC) register with a location where execution can
restart after the exception has been serviced. The restart locatiorEiR@hegister is the address of the instruction that

caused the exception or, if the instruction was executing in a branch delay slot, the address of the branch instruction imme
ately preceding the delay slot.

The registers described later in the section assist in this exception processing by retaining address, cause and status infort
tion.

12.2 Exception Processing Registers

This section describes the CPO registers that are used in exception processing. Figure 12.1 lists these registershailong with
number—each register has a unique identification number that is referred tegisties numberFor instance, thECC reg-

ister is register number 26. The remaining CPO registers are used in memory management and are discussed in Section 4
page 17.

Software examines the CPO registers during exception processing to determine the cause of the exception and the state of
CPU at the time the exception occurred. The registers in Table 12.1: are used in exception processing, and are described ir
sections that follow.
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Table 12.1: CPO Exception Processing Registers

Register Name Reg. No.
Context
BadVAddr (Bad Virtual Address)
Count
Compare register 11
Status 12
Cause 13
EPC (Exception Program Counter) 14
XContext 20
ECC 26
CacheErr (Cache Error and Status) 27
ErrorEPC (Error Exception Program Counter) 30

CPU general registers are interlocked and the result of an instruction can normally be used by the next instructioult if the res
is not available right away, the processor stalls until it is available.

CPO registers and the TLB are not interlocked with the pipeline. Data launched to these registers take a few more cycles to
reach the registers (See Appendix C, “Instruction Hazards” on page 201). The programmer should keep this in mind and not
have their code take action that depends on data being instantly available in these registers.

12.2.1 Context Register (4)

The Contextregister is a read/write register containing the pointer to an entry in the page table entry (PTE) array; this array is
an operating system data structure that stores virtual-to-physical address translations. When there is a TLB miss, dhe operatin
system loads the TLB with the missing translation from the PTE array. Normally, the operating systemGme®xiregis-

ter to address the current page map which resides in the kernel-mapped seggg8rithe Contextregister duplicates some

of the information provided in thBadVAddmregister, but the information is arranged in a form that is more useful for a soft-
ware TLB exception handler. Figure 12.1 shows the format dEtimextregister; Table 12.2: describes Bentextregister

fields.

63 23 22 4 3 0
PTEBase BadVPN2 0

41 19 4

Figure 12.1 Context Register Format

Table 12.2: Context Register Fields

Field Description

BadVPN2 This field is written by hardware on a miss. It contains the virtual page number (VPN) of the most recent virtual
address that did not have a valid translation.

PTEBase This field is a read/write field for use by the operating system. It is normally written with a value that allows the
operating system to use the Context register as a pointer into the current PTE array in memory.

The 19-bitBadVPN2field contains bits 31:13 of the virtual address that caused the TLB miss; bit 12 is excluded because a
single TLB entry maps to an even-odd page pair. For a 4-Kbyte page size, this format can directly address the pair-table of 8-
byte PTEs. For other page and PTE sizes, shifting and masking this value produces the appropriate address.
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12.2.2 Bad Virtual Address Register (BadVAddr) (8)

TheBad Virtual Addressegister BadVAdd) is a read-only register that displays the most recent virtual address that caused
one of the following exceptions: TLB Invalid, TLB Modified, TLB Refill, or Address Error.

Figure 12.2 shows the format of tBadVAddrregister.

63 0

Bad Virtual Address
64

Figure 12.2 BadVAddr Register Format

Note: The BadVAddr register does not save any information for bus errors, since bus errors are not addressing
errors.

12.2.3 Count Register (9)

The Countregister acts as a timer incrementing at a constant rate whether or not an instruction is executed, retired, or any f
ward progress is made through the pipeline.

This register can be read or written. It can be written for diagnostic purposes or system initialization; for examplepto synch
nize processors.

Figure 12.3 shows the format of tGeuntregister.

31 0

Count
32

Figure 12.3 Count Register Format
12.2.4 Compare Register (11)

The Compareregister acts as a timer (see alsoGbentregister); it maintains a stable value that does not change on its own.

When the value of th€ountregister equals the value of tBempareregister, and if the Timer has been selected, via the boot
time serial mode bit 11 to be the interupt source instead drftthte pin, the interrupt bitP(7) in theCauseregister is set. This
causes an interrupt provided the global interrupt enable bit (SR.IE) is set and SR.IM(7) is set (both in CPO_Status register)

Writing a value to th€ompareregister, as a side effect, clears the timer interrupt.

For diagnostic purposes, timmpareregister is a read/write register. In normal use howeve€ahgpareregister is write-
only. Figure 12.4 shows the format of empareregister.

31 0
Compare
32

Figure 12.4 Compare Register Format
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12.2.5 Status Register (12)

The Statusregister ER is a read/write register that contains the operating mode, interrupt enabling, and the diagnostic states
of the processor. The following list describes the more impoBtttisregister fields.

» The 8-bitinterrupt Mask (IM) field controls the enabling of eight interrupt conditions. Interrupts must be enabled before
they can be asserted, and the corresponding bits are set in biottethet Mask field of theStatusregister and the
Interrupt Pendingfield of theCauseregisterIlM[1:0] are software interrupt masks, whiM[7:2] correspond to
Int[5:0] .

« The 3-bitCoprocessor UsabilityCU) field controls the usability of 3 of the 4 possible coprocessors originally defined by
the MIPS | - lll opcode maps (the fourtBU3, was given up for the MIPS IV implementatiof), and is no longer avail-
able). For the RM520CQUOQ is the MMU and exception reporting registeZtll is the floating point unitCU2 is
reserved. Regardless of tB&J0 bit setting, CPO is always usable in Kernel mode. For all other cases, an access to an
unusable coprocessor causes an exception.

» The 9-bitDiagnostic StatugDS) field is used for self-testing, and checks the cache and virtual memory system.

« TheReverse-Endian(RE) bit, bit 25, reverses the endianness of the machine. The processor can be configured as either
little-endian or big-endian at system reset; reverse-endian selection is used in Kernel and Supervisor modes, and in the
User mode when thRE bit is 0. Setting th&®E bit to 1 inverts the User mode endianness.

12.2.5.1 Status Register Format

Figure 12.5 shows the format of tBtatusregister. Table 12.3: describes Statusregister fields. Figure 12.6 and Table 12.4:
provide additional information on th&iagnostic StatugDS) field. All bits in theDS field are readable and writable.

31 30 28 27 26 25 24 16 15 87 6 543 2 1 0
Cu .
XX (Cu2-Cud 0 [FR|RE DS?? IM[7:0] KX|SX| UX|KSU|ERL EXL| IE
X
1 3 11 1 9 8 1 11 2 1 1 1

Figure 12.5 Status Register

Table 12.3: Status Register Fields

Field Description

XX Enables execution of MIPS IV instructions in user-mode
1: MIPS IV instructions usable
0: MIPS IV instructions unusable

CuU Controls the usability of each of the three coprocessor unit numbers. (see explanation above)
1: usable
0: unusable
0 Reserved. Set to 0.
FR Enables additional floating-point registers

0: 16 registers
1: 32 registers

RE Reverse-Endian bit, valid in User mode.
DS Diagnostic Status field (see Figure 12.6 and Table 12.4:).

IM[7:0] | Interrupt Mask: controls the enabling of each of the external, internal, and software interrupts. An interrupt is
taken if interrupts are enabled, and the corresponding bits are set in both the Interrupt Mask field of the Status
register and the Interrupt Pending field of the Cause register.

0: disabled

1: enabled

KX Enables 64-bit addressing in Kernel mode. The extended-addressing TLB refill exception is used for TLB misses
on kernel addresses.

0: 32-bit

1: 64-bit
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Field Description
SX Enables 64-bit addressing and operations in Supervisor mode. The extended-addressing TLB refill exception is
used for TLB misses on supervisor addresses.
0: 32-bit
1: 64-hit
UX Enables 64-bit addressing and operations in User mode. The extended-addressing TLB refill exception is used for
TLB misses on user addresses.
0: 32-bit
1: 64-hit
KSU Mode bits
10,: User
01,: Supervisor
00,: Kernel
ERL Error Level; set by the processor when Reset, Soft Reset, NMI, or Cache Error exception are taken.
0: normal
1: error
When ERL is set:
Interrupts are disabled.
The ERET instruction will use the return address held in ErrorEPC instead of EPC.
Kuseg and xkuseg are treated as unmapped and uncached regions.This allows main memory to be
accessed in the presence of cache errors.
EXL Exception Level; set by the processor when any exception other than Reset, Soft Reset, NMI, or Cache Error
exception are taken.
0: normal
1: exception
When EXL is set:
Interrupts are disabled.
TLB refill exceptions will use the general exception vector instead of the TLB refill vector.
EPC will not be updated if another exception is taken.
IE Interrupt Enable
0: disable interrupts
1: enables interrupts
24 23 22 21 20 19 18 17 16
DL IL BEV 0 SR 0 0 CE DE
1 1 1 1 1 1 1 1 1
Figure 12.6 Status Register Diagnostics Status (DS) Field
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Table 12.4: Status Register Diagnostic Status Bits

Bit Description

DL Data Cache Lock

0: Dcache set A normal operation

1: refill into Dcache set A disabled
Locks contents of Dcache set A. Does not prevent refills into set A when set A’s cache line is invalid. Does not
inhibit update of set A on store operations.

IL Instruction Cache Lock
0: Icache set A normal operation
1: refill into Icache set A disabled
Locks contents of Icache set A. Does not prevent refills into set A when set A’s cache line is invalid.

BEV Controls the location of TLB refill and general exception vectors.
0: normal
1: bootstrap
0 Reserved. Must be written as zeroes. Returns zeroes when read.
SR 1: Indicates that a Soft Reset or NMI has occurred.
CE Contents of the ECC register set or modify the check bits of the caches when CE = 1; see description of the
ECC register.
DE Specifies that cache parity or ECC errors cannot cause exceptions.

0: parity/ECC remain enabled
1: disables parity/ECC

12.2.5.2 Status Register Modes and Access States

Fields of theStatusregister set the modes and access states described in the sections that follow.

Interrupt Enable : Interrupts are enabled when all of the following conditions are true:

« |[E=1
« EXL=0
« ERL=0

If these conditions are met, the settings ofl Mebits enable the interrupt.
Operating Modes The following CPUStatusregister bit settings are required for User, Kernel, and Supervisor modes.

* The processor is in User mode wh¢sU = 10,, EXL = 0, andERL = 0.
* The processor is in Supervisor mode wK&U = 01,, EXL = 0, andERL = 0.
* The processor is in Kernel mode wh€8U = 00,, or EXL = 1, orERL = 1.

32- and 64-bit Modes The following CPUStatusregister bit settings select 32- or 64-bit operation for User, Kernel, and
Supervisor operating modes. Enabling 64-bit operation permits the execution of MIPSIII opcodes and translation of 64-bit
addresses. The 64-bit operation for User, Kernel and Supervisor modes can be set independently.

e 64-bit addressing for Kernel mode is enabled wWK¥n= 1. The 64-bit operations are always valid in Kernel mode.
*  64-bit addressing and operations are enabled for Supervisor mod&Xkeh
e 64-bit addressing and operations are enabled for User modeUher.

Kernel Address Space AccesseAccess to the kernel address space is allowed when the processor is in Kernel mode.

Supervisor Address Space Accesseiccess to the supervisor address space is allowed when the processor is in Kernel or
Supervisor mode, as described above in the section titled, Operating Modes.

User Address Space Accessebccess to the user address space is allowed in any of the three operating modes.
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12.2.5.3 Status Register Reset

The contents of thBtatusregister are undefined at reset, except for the following bits iDitgnostic Statudield:
e ERLandBEV =1
TheSRbit is used to distinguishes between the Reset exception and the Soft Reset exception. When SR = 1 the exception

caused by thReset*pin being asserted. When SR = 0 the exception was causedNiylthepin being asserted or an exter-
nal agent, via the external request protocal, setting bit 6 in the Interrupt register..

12.2.6 Cause Register (13)

The 32-bit read/writ€auseregister describes the cause of the most recent exception.

Figure 12.7 shows the fields of this register. Table 12.5: describ&attseregister fields. A 5-bit exception codexcCode
indicates the cause of the most recent exception, as listed in Table 12.6:.

All bits in theCauseregister, with the exception of thé(1:0) andIV bits, are read-onlyP(1:0) bits are set to a one to cause
a software interrupts. The Cause.lV bit is set to a one to remap interruts to interrupt base +180 instead of interrupf base +2
which is with exceptions. Th@auselV bit is set to zero by a Reset.

31 30 29 2827 24 23 22 16 15 876 210
BD 0| CE 0 v 0 7o) o] &5 | o
11 2 4 1 7 8 1 5 2

Figure 12.7 Cause Register Format

Table 12.5: Cause Register Fields

Field Description
BD Indicates whether the last exception taken occurred in a branch delay slot.
1: delay slot
0: normal
CE Coprocessor unit number referenced when a Coprocessor Unusable exception is taken.
v Enables the new dedicated interrupt vector.

1: interrupts use new exception vector (0x200).
0: interrupts use common exception vector (0x180).

IP[7:0] |Indicates an interrupt is pending.
1: interrupt pending
0: no interrupt

ExcCode | Exception code field (see Table 12.6:)

0 Reserved. Must be written as zeroes, and returns zeroes when read.
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Table 12.6: Cause Register ExcCode Field

CI:E(;((;:F\);;I)Se Mnemonic Description
0 Int Interrupt
1 Mod TLB modification exception
2 TLBL TLB exception (load or instruction fetch)
3 TLBS TLB exception (store)
4 AdEL Address error exception (load or instruction fetch)
5 AdES Address error exception (store)
6 IBE Bus error exception (instruction fetch)
7 DBE Bus error exception (data reference: load or store)
8 Sys Syscall exception
9 Bp Breakpoint exception
10 RI Reserved instruction exception
11 Cpu Coprocessor Unusable exception
12 Ov Arithmetic Overflow exception
13 Tr Trap exception
14 Reserved
15 FPE Floating-Point exception
16-31 Reserved

12.2.7 Exception Program Counter (EPC) Register (14)

The Exception Program CountdEPC) is a read/writgegister that contains the address at which processing resumes after an
exception has been serviced.

For synchronous exceptions, thRECregister contains either:

« the virtual address of the instruction that was the direct cause of the exception, or

« the virtual address of the immediately preceding branch or jump instruction (when the instruction is in a branch delay slot,
and theBranch Delaybit in theCauseregister is set).

The processor does not write to fleCregister when thEXL bit in theStatusregister is setto a 1. That is, the EPC register
is not updated by an exception within the exception handler.

Figure 12.8 shows the format of tB®Cregister.

63 0
EPC

64

Figure 12.8 EPC Register Format

12.2.8 XContext Register (20)

The read/writeXContextregister contains a pointer to an entry in the page table entry (PTE) array, an operating system data
structure that stores virtual-to-physical address translations. When there is a TLB miss, the operating system softivare loads t
TLB with the missing translation from the PTE array. R@ontextregister duplicates some of the information provided in the
BadVVAddrregister, and puts it in a form useful for a software TLB exception handleKTbetextregister is for use with the
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XTLB refill handler, which loads TLB entries for references to a 64-bit address space, and is included solely for operating sy
tem use. The operating system setsRi& basefield in the register, as needed. Normally, the operating system ugesrthe
textregister to address the current page map, which resides in the kernel-mapped lssggBéngure 12.9 shows the format

of the XContextregister; Table 12.7: describes th€ontextregister fields.

63 3332 3130 4 3 0
PTEBase R BadVPN2 0
31 2 27 4

Figure 12.9 XContext Register Format
The 27-bitBadVPN2field has bits 39:13 of the virtual address that caused the TLB miss; bit 12 is excluded because a single
TLB entry maps to an even-odd page pair. For a 4-Kbyte page size, this format may be used directly to address the pair-tabl
8-byte PTEs. For other page and PTE sizes, shifting and masking this value produces the appropriate address.

Table 12.7: XContext Register Fields

Field Description

BadVPN2 | The Bad Virtual Page Number 2 field is written by hardware on a miss. It contains the VPN of the most recent
invalidly translated virtual address.

R The Region field contains bits 63:62 of the virtual address.

00, = user

01, = supervisor

11, =kernel.

PTEBase |The Page Table Entry Base read/write field is normally written with a value that allows the operating system to use
the Context register as a pointer into the current PTE array in memory.

12.2.9 Error Checking and Correcting (ECC) Register (26)

The 8-bitError Checking and Correctin¢=CC) register reads or writes primary-cache data parity bits for cache initialization,
cache diagnostics, or cache error processing. (Tag ECC and parity are loaded from and stofadltoréngister.)

The ECCregister is loaded by the Index Load Tag CACHE operation. Content B{X8eegister is:

e written into the primary data cache on store instructions (instead of the computed parity) whigmihef theStatus
register is set.
» substituted for the computed instruction parity for the CACHE operation Fill.

Figure 12.10 shows the format of tBEC register; Table 12.8: describes the register fields.

31 8 7 0
0 ECC

24 8

Figure 12.10 ECC Register Format
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Table 12.8: ECC Register Fields

Field Description

ECC An 8-bit field specifying the parity bits read from or written to a primary cache.
ECC field values for Index_Store_Tag_D, Index_Load_Tag_D cache operations:
ECC|0] Even parity for least significant byte of requested doubleword
ECC[1] Even parity for 2nd least significant byte
ECC[2] Even parity for 3rd least significant byte
ECC[3] Even parity for 4th least significant byte
ECC[4] Even parity for 4th most significant byte
ECC[5] Even parity for 3rd most significant byte
ECC[6] Even parity for 2nd most significant byte
ECC[7] Even parity for most significant byte of requested doubleword
ECC field values for Index_Store_Tag_|I, Index_Load_Tag_| cache operations:
ECC|0] Even parity for least significant word of requested doubleword
ECC[1] Even parity for most significant word of requested doubleword

0 Reserved. Must be written as zeroes, and returns zeroes when read.

12.2.10 Cache Error (CachekErr) Register (27)

The 32-bit read-onlacheErrregister processes parity errors in the primary cache. Parity errors cannot be corrected.

The CacheErrregister holds cache index and status bits that indicate the source and nature of the error; it is loaded when a
Cache Error exception is asserted.

Figure 12.11 shows the format of tBacheErrregister and Table 12.9: describes@azheErrregister fields.

31 30 29 28 27 26 25 24 23 22 21 3 21 O
ERECEDET ESEEEB 0| 0| O SIDX 0 | PIDX
1111111111 19 1 2

Figure 12.11 CacheErr Register Format

Table 12.9: CacheErr Register Fields

Field Description

ER Type of reference
0: instruction
1: data

EC Cache level of the error
0: primary
1: reserved

ED Indicates if a data field error occurred
0: no error
1: error

ET Indicates if a tag field error occurred
0: no error
1: error

ES Indicates that a parity error occurred in the first double-word of the read response data.
0: no cache miss parity error
1: cache miss parity error

EE This bit is set if the error occurred on the SysAD bus.
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Field Description

EB This bit is set if a data error occurred in addition to the instruction error (indicated by the remainder of the bits). If
so, this requires flushing the data cache after fixing the instruction error.

SIDX Physical address [21:3] of the reference that encountered the error

PIDX Virtual address [13:12] of the double word in error. (used with SIDX to construct a virtual index for the primary
caches)

0 Reserved. Must be written as zeroes, and returns zeroes when read.

12.2.11 Error Exception Program Counter Register (30)

TheErrorEPC register is similar to thEPCregister, except th&rrorEPC s used on parity error exceptions. It is also used to
store thegprogram counte(PC) on Reset, Soft Reset, and non-maskable interrupt (NMI) exceptions.

The read/writé€errorEPC register contains the virtual address at which instruction processing can resume after servicing an
error. This address can be:

» the virtual address of the instruction that caused the exception
» the virtual address of the immediately preceding branch or jump instruction, when this address is in a branch delay slof

There is no branch delay slot indication for EreorEPC register.

Figure 12.12 shows the format of tBeorEPC register.

63 0
ErrorEPC

64

Figure 12.12 ErrorEPC Register Format
12.3 Processor Exceptions

This section describes the processor exceptions—it describes the cause of each exception, its processing by the hardware
servicing by a handler (software). The types of exception, with exception processing operations, are described in the next <
tion.

12.3.1 Exception Types

This section gives sample exception handler operations for the following exception types:

* reset

» soft reset

* non-maskable interrupt (NMI)

» cache error

e remaining processor exceptions

When theEXL andERL bits in theStatusregister are 0, either User, Supervisor, or Kernel operating mode is specified by the
KSU bits in theStatusregister. When thEXL bit is a 1, the processor is in Kernel mode. WhereERE bit is a 1, the proces-
sor is also in Kernel mode.

When the processor takes an exceptionEKe bit is set to 1, which means the system is in Kernel mode. After saving the
appropriate state, the exception handler typically chalkgésto Kernel mode and resets tBXL bit back to 0. When restor-
ing the state and restarting, the handler restores the previous valu&8iiield and sets theXL bit back to 1.
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When the processor takes an cache parity erroERiebit is set to 1.
Returning from an exception, also resetsEMXg. bit to 0.

In the following sections, sample hardware processes for various exceptions are shown, together with the servicing required by
the handler (software).

12.3.1.1 Reset Exception Process

Figure 12.13 shows the Reset exception process.

T: undefined
Random ~ TLBENTRIES-1
Wired < 0
Config « 0 || EC || EP || 00000000 || BE || 110|010 || 1 || 1 || O || undefined
|| DC || undefined®
ErrorEPC ~ PC
SR « SR3123 [ 1|01 0] SR1g:3 Il 1 | SR1:0
PC ~ OxFFFF FFFF BFCO 0000

Figure 12.13 Reset Exception Processing

12.3.1.2 Cache Error Exception Process

Figure 12.14 shows the Cache Error exception process.

T: ErrorEPC ~ PC
CacheErr — ER||EC||ED || ET|| ES || EE || ED || 0%°
SR « SR3;:3 1| 1ISR1;
if SRy, = 1 then /* On BEV bit setting*/
PC ~ OxFFFF FFFF BFCO 0200 + 0x100 /*Access boot-PROM area*/
else
PC ~ OxFFFF FFFF A0O0O 0000 + 0x100 /*Access main memory area*/
endif

Figure 12.14 Cache Error Exception Processing

12.3.1.3 Soft Reset and NMI Exception Process

Figure 12.15 shows the Soft Reset and NMI exception process.

T: ErrorEPC ~ PC
SR « SR31.23 || 11| O][ 1] SR1g:3 1l 1 || SRy
PC — OxFFFF FFFF BFCO 0000

Figure 12.15 Soft Reset and NMI Exception Processing
12.3.1.4 General Exception Process

Figure 12.16 shows the process used for exceptions other than Reset, Soft Reset, NMI, and Cache Error.
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T: Cause — BD || 0| CE || 0% || Cause;s.g || ExcCode || 07
if SR; = 0 then /* System is in User or Supervisor mode with no current exception */
EPC - PC
endif
SR « SRy | 1 SRg
if Cause.lV then
vector = 0x200

else

vector = 0x180
if SRy, = 1 then /* On BEV bit setting */

PC —~ OxFFFF FFFF BFCO 0200 + vector /*access to uncached space*/
else

PC —~ OxFFFF FFFF 8000 0000 + vector /*access to cached space*/
endif

Figure 12.16 General Exception Processing
12.3.1.5 Exception Vector Locations

The exception vector locations are dependent on the value BEMdIt within theStatusregister. ThBEV bit is set when
the chip is powered up and typically the bootup prom within the system u€iS\thd vector locations. Once the prom code
starts the full operating system, typically 8EV bit will be cleared by software and the full operating system uses the
BEV=0 vector locations.

Table 12.10: shows the 64-bit-mode vector address for all exceptions whgEMHst is set; the 32-bit mode address is the
low-order 32 bits (for instance, the base address for NMI in 32-bit mode is 0XxBFCO0 0000).

Table 12.10: shows the 64-bit-mode vector address for all exceptions wigEMH#t is clear; the 32-bit mode address is the
low-order 32 bits (for instance, the base address for NMI in 32-bit mode is 0XxBFCO 0000).

Table 12.10:Vector Locations

Exception BEV =0 BEV=1
Reset, Soft Reset, NMI OxFFFF FFFF BFCO 0000 OxFFFF FFFF BFCO 0000
TLB refill, EXL=0 OxFFFF FFFF 8000 0000 OxFFFF FFFF BFCO 0200
XTLB refill, EXL=0 (X=64-bit TLB) OxFFFF FFFF 8000 0080 OxFFFF FFFF BFCO 0280
Cache Error OXFFFF FEFF A0000100 1 OxFFFF FFFF BFCO 0300
Interrupt, IV=0 OxFFFF FFFF 8000 0180 OxFFFF FFFF BFCO 0380
Interrupt, IV=1 OxFFFF FFFF 8000 0200 OxFFFF FFFF BFCO 0400
Common OxFFFF FFFF 8000 0180 OxFFFF FFFF BFCO 0380

Note 1:  The Cache Error exception vector uses an uncached address to avoid using the caches in the presence of cache
errors.

12.3.1.6 TLB Refill Vector Selection

In all present implementations of the MIPS Il ISA, there are two TLB refill exception vectors:

» one for references to 32-bit address space (TLB Refill)
« one for references to 64-bit address space (XTLB Refill)

The TLB refill vector selection is based on the address space of the addmssupervisonr kerne) that caused the TLB
miss, and the value of the corresponding extended addressing biStatheregister UX, SX, or KX). The current operating
mode of the processor is not important except that it plays a part in specifying in which address space an address resides.
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ContextandXContextregisters are entirely separate page-table-pointer registers that point to and refill from two separate page
tables. For all TLB exceptions (Refill, Invalid, TLBL or TLBS), tBadVPN2fields of both registers are loaded as they were

in the R4000.

In contrast to the RM5200, the R4000 processor selects the vector based on the current operating mode of theipegcessor (
supervisoror kerne) and the value of the corresponding extended addressing bitStatusregister X, SX orKX). In

addition, theContextandXContextregisters are not implemented as entirely separate registelPs;Hhasefields are shared.

A miss to a particular address goes through either TLB Refill or XTLB Refill, depending on the source of the reference. There
can be only a single page table unless the refill handlers execute address-deciphering and page table selection in software.

Note: Refills for the 0.5 Gbyte supervisor mapped region, sseg/ksseg, are controlled by thelé e afr
thanSX This simplifies control of the processor when supervisor mode is not being used.

Table 12.11: lists the TLB refill vector locations, based on the address that caused the TLB miss and its corresponding mode

bit.

Table 12.11:TLB Refill Vectors

Space Address Range Regions Exception Vector

OxFFFF FFFF EO0O 0000 Refill (KX=0)

Kernel to kseg3 or
OXFFFF FFFF FFFF FFFF XRefill (KX=1)
OxFFFF FFFF C000 0000 Refill (SX=0)

Supervisor to sseq, ksseg or
OxFFFF FFFF DFFF FFFF XRefill (SX=1)
0xC000 0000 0000 0000

Kernel to xkseg XRefill (KX=1)
0xCO000 OFFE FFFF FFFF
0x4000 0000 0000 0000

Supervisor to xsseg, xksseg XRefill (SX=1)
0x4000 OFFF FFFF FFFF
0x0000 0000 8000 0000

User to iiﬁzzg' XUSEg, XRefill (UX=1)
0x0000 OFFF FFFF FFFF 9
0x0000 0000 0000 0000 useg, xuseg, Refill (UX=0)

User to suseg, xsuseg, or
0x0000 0000 7FFF FFFF kuseg, xkuseg XRefill (UX=1)

12.3.1.7 Priority of Exceptions

Table 12.12: describes exceptions in the order of highest to lowest priority.

single instruction, only the exception with the highest priority is reported.

While more than one exception can occur for a
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Table 12.12:Exception Priority Order

Reset (highest priority)
Soft Reset
Nonmaskable Interrupt (NMI)

Address error — Instruction fetch

TLB refill — Instruction fetch

TLB invalid — Instruction fetch

Cache error — Instruction fetch

Bus error — Instruction fetch

Integer overflow, Trap, System Call, Breakpoint,
Reserved Instruction, Coprocessor Unusable, or Float-
ing-Point Exception

Address error — Data access

TLB refill — Data access

TLB invalid — Data access
TLB modified — Data write

Cache error — Data access

Bus error — Data access

Interrupt (lowest priority)

Generally speaking, the exceptions described in the following sections are handled (“processed”) by hardware; these exce]
tions are then serviced by software.

12.3.1.8 Reset Exception

Cause:The Reset exception occurs when @wdReset signal is asserted and then deasserted. This exception is not
maskable.

Processing:The CPU provides a special interrupt vector for this exception:

* location OxFFFF FFFF BFCO 0000 in 64-bit mode

The Reset vector resides in unmapped and uncached CPU address space, so the hardware need not initialize the TLB or
cache to process this exception. It also means the processor can fetch and execute instructions while the caches and virtu
memory are in an undefined state.

The contents of all registers in the CPU are undefined when this exception occurs, except for the following register fields:

* IntheStatusregisterSRis cleared to 0, anBRL andBEYV are set to 1. All other bits are undefined.
» SomeConfigregister bits are initialized from the boot-time mode stream.

» TheRandonregister is initialized to the value of its upper bound.

* TheWiredregister is initialized to 0.

Servicing: The Reset exception is serviced by:

» initializing all processor registers, coprocessor registers, caches, and the memory system
« performing diagnostic tests
* bootstrapping the operating system
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12.3.1.9 Soft Reset Exception

Cause:The Soft Reset exception occurs in response to assertionRéses input. Execution begins at the Reset vector
when theReset*signal is negated.

The Soft Reset exception is not maskable.

Processing:The Reset vector is used for this exception. The Reset vector is located within uncached and unmapped address
space. Hence the cache and TLB need not be initialized in order to process the exception. Regardless of the cause, when this
exception occurs thBRbit of theStatusregister is set, distinguishing this exception from a Reset exception.

The primary purpose of the Soft Reset exception is to reinitialize the processor after a fatal error during normal operation.
Unlike an NMI, all cache and bus state machines are reset by this exception.

When the Soft Reset exception occurs, all register contents are preserved with the following exceptions:

« ErrorEPC register, which contains the restart PC.
* ERL, BEV, andSR bits of theStatusRegister, each of which is set to 1.

Because the Soft Reset can abort cache and bus operations, the cache and memory states are undefined when the Soft Reset
exception occurs.

Servicing: The Soft Reset exception is serviced by saving the current processor state for diagnostic purposes, and reinitializing
for the Reset exception.

12.3.1.10 Non Maskable Interrupt (NMI) Exception

Cause:The Non Maskable Interrupt exception occurs in response to falling edga\ifithepin, or an external request write
to bit 6 of thelnterrupt register. The NMI interrupt is not maskable and occurs regardless of the settingsXi {feRL, and
IE bits in theStatusRegister.

Processing:The Reset vector is used for this exception. The Reset vector is located within uncached and unmapped address
space. Hence the cache and TLB need not be initialized in order to process the exception. Regardless of the cause, when this
exception occurs thBR bit of theStatusregister is set, distinguishing this exception from a Reset exception.

Because the NMI can occur in the midst of another exception, it is typically not possible to continue program execution after
servicing an NMI. An NMI exception is taken only at instruction boundaries. The state of the caches and memory system are
preserved.

When the NMI exception occurs, all register contents are preserved with the following exceptions:

« ErrorEPC register, which contains the restart PC.
* ERL, BEV, andSR bits of theStatusRegister, each of which is set to 1.

Servicing: The NMI exception is serviced by saving the current processor state for diagnostic purposes, and reinitializing for
the Reset exception.

12.3.1.11 Address Error Exception

Cause:The Address Error exception occurs when an attempt is made to execute one of the following:

» load or store a doubleword that is not aligned on a doubleword boundary
» load, fetch, or store a word that is not aligned on a word boundary

» load or store a halfword that is not aligned on a halfword boundary

« reference the kernel address space from User or Supervisor mode

» reference the supervisor address space from User mode
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This exception is not maskable.

Processing:The common exception vector is used for this exception Atiie. or AAES code in theCauseregister is set,
indicating whether the instruction caused the exception with an instruction reference, load operation, or store operation sho
by theEPCregister andD bit in theCauseregister.

When this exception occurs, tBadVAddrregister retains the virtual address that was not properly aligned or that referenced
protected address space. The contents of B¢ field of theContextandEntryHi registers are undefined, as are the contents
of theEntryLoregister.

The EPCregister contains the address of the instruction that caused the exception, unless this instruction is in a branch del
slot. If it is in a branch delay slot, tR#PC register contains the address of the preceding branch instruction &1d tieof
the Causeregister is set as indication.

Servicing: The process executing at the time is handed a segmentation violation signal. This error is usually fatal to the pro
cess incurring the exception.

12.3.1.12 TLB Exceptions

Three types of TLB exceptions can occur;

e TLB Refill occurs when there is no TLB entry that matches an attempted reference to a mapped address space.
e TLB Invalid occurs when a virtual address reference matches a TLB entry that is marked invalid.

* TLB Modified occurs when a store operation virtual address reference to memory matches a TLB entry which is marke
valid but is not dirty (the entry is not writable).

The following three sections describe these TLB exceptions.
TLB Refill Exception

Cause:The TLB refill exception occurs when there is no TLB entry to match a reference to a mapped address space. This
exception is not maskable.

Processing:There are two special exception vectors for this exception; one for references to 32-bit address spaces, and one
references to 64-bit address spaces.TKeSX, andKX bits of theStatusregister determine whether the user, supervisor or
kernel address spaces referenced are 32-bit or 64-bit spaces. All references use these vectoisXtheit ideet to O in the
Statusregister. This exception sets fheBL or TLBS code in théExcCodefield of theCauseregister. This code indicates
whether the instruction, as shown by BERC register and thBD bit in theCauseregister, caused the miss by an instruction
reference, load operation, or store operation.

When this exception occurs, tBadVAddr Context XContextandEntryHi registers hold the virtual address that failed address
translation. Thé&ntryHi register also contains the ASID from which the translation fault occurred®dingonregister nor-

mally contains a valid location in which to place the replacement TLB entry. The content&ofrileo registers are unde-

fined. TheEPCregister contains the address of the instruction that caused the exception, unless this instruction is in a bran
delay slot, in which case tiEEPCregister contains the address of the preceding branch instruction &1 iteof theCause
register is set.

Servicing: To service this exception, the contents of@lumtextor XContextregister are used as a virtual address to fetch
memory locations containing the physical page frame and access control bits for a pair of TLB entries. The two entries are
placed into théntryLoO/EntryLolregisters; th&ntryHi andEntryLoregisters are written into the TLB.

It is possible that the virtual address used to obtain the physical address and access control information is on apatge that is
resident in the TLB. This condition is processed by allowing a TLB refill exception in the TLB refill handler. This second
exception goes to the common exception vector becaugXthéit of theStatusregister is set.

TLB Invalid Exception
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Cause:The TLB invalid exception occurs when a virtual address reference matches a TLB entry that is marked invalid (TLB
valid bit cleared). This exception is not maskable.

Processing:The common exception vector is used for this exception. T or TLBS code in theexcCodefield of the
Causeregister is set. This indicates whether the instruction, as shown BP@eegister andBDbit in theCauseregister,
caused the miss by an instruction reference, load operation, or store operation.

When this exception occurs, tBadVAddr Context XContextandEntryHi registers contain the virtual address that failed
address translation. THsntryHi register also contains the ASID from which the translation fault occurredRamaonregis-
ter normally contains a valid location in which to put the replacement TLB entry. The contentEwntrit® register is unde-
fined.

The EPCregister contains the address of the instruction that caused the exception unless this instruction is in a branch delay
slot, in which case theEPCregister contains the address of the preceding branch instruction &1l bthiteof theCauseregis-
ter is set.

Servicing: A TLB entry is typically marked invalid when one of the following is true:

e avirtual address does not exist
» the virtual address exists, but is not in main memory (a page fault)
e atrapis desired on any reference to the page (for example, to maintain a reference bit)

After servicing the cause of a TLB Invalid exception, the TLB entry is located with TLBP (TLB Probe), and replaced by an
entry with that entry'8/alid bit set.

TLB Modified Exception

Cause:The TLB modified exception occurs when a store operation virtual address reference to memory matches a TLB entry
that is marked valid but is not dirty and therefore is not writable. This exception is not maskable.

Processing:The common exception vector is used for this exception, andddeode in theCauseregister is set.

When this exception occurs, tBadVAddr Context XContextandEntryHi registers contain the virtual address that failed
address translation. THatryHi register also contains the ASID from which the translation fault occurred. The contents of the
EntryLoregisters are undefined.

The EPCregister contains the address of the instruction that caused the exception unless that instruction is in a branch delay
slot, in which case thEPCregister contains the address of the preceding branch instruction &1l btiiteof theCauseregis-
ter is set.

Servicing: The kernel uses the failed virtual address or virtual page number to identify the corresponding access control infor-
mation. The page identified may or may not permit write accesses; if writes are not permitted, a write protection violation
occurs.

If write accesses are permitted, the page frame is marked dirty/writable by the kernel in its own data structures. The TLBP
instruction places the index of the TLB entry that must be altered intodberegister. ThéEntryLoregister is loaded with a

word containing the physical page frame and access control bits (withiihset), and th&ntryHi andEntryLoregisters are
written into the TLB.

12.3.1.13 Cache Error Exception

Cause:The Cache Error exception occurs when a primary cache or bus parity error is detected. This exception is maskable by
the DE bit in theStatusRegister.

Processing:The processor sets tBRL bit in theStatusregister, saves the exception restart address iBrtheEPC register,
and then transfers the information to a special vector in uncached space;

If BEV = 0, the vector is OxFFFF FFFF A00O 0100.
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If BEV = 1, the vector is 0OXFFFF FFFF BFCO 0300.

Servicing: All errors should be logged. To correct parity errors the system us€é&\BEE instruction to invalidate the cache
block, overwrite the old data through a cache miss, and resumes executionERE @nOther errors are not correctable and
are likely to be fatal to the current process.

12.3.1.14 Bus Error Exception

Cause:A Bus Error exception is raised by board-level circuitry for events such as bus time-out, backplane bus parity errors,
and invalid physical memory addresses or access types. This exception is not maskable.

A Bus Error exception occurs when a cache miss refill, uncached reference, or an unbuffered write occurs synchronously;
Bus Error exception resulting from a buffered write transaction must be reported using the general interrupt mechanism.

Processing:The common exception vector is used for a Bus Error exceptioriBEner DBE code in theExcCodefield of
the Causeregister is set, signifying whether the instruction (as indicated HyRIBregister an®D bit in theCauseregister)
caused the exception by an instruction reference, load operation, or store operation.

The EPCregister contains the address of the instruction that caused the exception, unless it is in a branch delay slot, in whi
case th&PCregister contains the address of the preceding branch instruction 81 tieof theCauseregister is set.

Servicing: The physical address at which the fault occurred can be computed from information available in the CPO register

« Ifthe IBE code in theCauseregister is set (indicating an instruction fetch reference), the instruction virtual address is
contained in th&PCregister (or +4 the contents of tBECregister if theBD bit of theCauseregister is set).

» If the DBE code is set (indicating a load or store reference), the instruction that caused the exception is located at the v
tual address contained in tB®Cregister (or +4 the contents of thPCregister if theBD bit of theCauseregister is set).

The virtual address of the load and store reference can then be obtained by interpreting the instruction. The physical addre

can be obtained by using the TLBP instruction and readingritrgLoregisters to compute the physical page number. The
process executing at the time of this exception is handed a bus error signal, which is usually fatal.

12.3.1.15 Integer Overflow Exception

Cause:An Integer Overflow exception occurs whenf&dD, ADDI, SUB, DADD, DADDI orDSUB instruction results in
a 2's complement overflow. This exception is not maskable.

Processing:The common exception vector is used for this exception, ard\tremde in theCauseregister is set.
The EPCregister contains the address of the instruction that caused the exception unless the instruction is in a branch dela
slot, in which case thEPCregister contains the address of the preceding branch instruction &1l bhieof theCauseregis-

ter is set.

Servicing: The process executing at the time of the exception is handed a floating-point exception/integer overflow signal.
This error is usually fatal to the current process.

12.3.1.16 Trap Exception

Cause:The Trap exception occurs whed &E, TGEU, TLT, TLTU, TEQ, TNE, TGEI, TGEUI, TLTI, TLTUI,
TEQI, or TNEI instruction results in a TRUE condition. This exception is not maskable.

Processing:The common exception vector is used for this exception, antr tbede in theCauseregister is set.
The EPCregister contains the address of the instruction causing the exception unless the instruction is in a branch delay sl

in which case th&EPCregister contains the address of the preceding branch instruction @1d Hiteof theCauseregister is
set.
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Servicing: The process executing at the time of a Trap exception is handed a floating-point exception/integer overflow signal.
This error is usually fatal.

12.3.1.17 System Call Exception

Cause:A System Call exception occurs as the results of execut®y 8CALL instruction. This exception is not maskable.
Processing:The common exception vector is used for this exception, arfslygmode in theCauseregister is set.

TheEPCregister contains the address of 8SCALL instruction unless it is in a branch delay slot, in which caseR@
register contains the address of the preceding branch instruction.

If the SYSCALL instruction is in a branch delay slot, BB bit of theStatusregister is set; otherwise this bit is cleared.
Servicing: When this exception occurs, control is transferred to the applicable system routine.

To resume execution, tlEPC register must be altered so that 8%SCALL instruction does not re-execute; this is accom-
plished by adding a value of 4 to theCregister EPCregister + 4) before returning.

IfaSYSCALL instruction is in a branch delay slot, a more complicated algorithm, beyond the scope of this description, may
be required.

12.3.1.18 Breakpoint Exception

Cause:A Breakpoint exception occurs when an attempt is made to execB&HBAK instruction. This exception is not
maskable.

Processing:The common exception vector is used for this exception, arBRle®de in theCauseregister is set.

The EPCregister contains the address of BREAK instruction unless it is in a branch delay slot, in which casER®t&
register contains the address of the preceding branch instruction.

If the BREAK instruction is in a branch delay slot, B2 bit of theStatusregister is set, otherwise the bit is cleared.

Servicing: When the Breakpoint exception occurs, control is transferred to the applicable system routine. Additional distinc-
tions can be made by analyzing the unused bits @dREAK instruction (bits 25:6), and loading the contents of the instruc-
tion whose address tl&PCregister contains. A value of 4 must be added to the contentsBP@eegister(EPC register +

4) to locate the instruction if it resides in a branch delay slot.

To resume execution, tiEPC register must be altered so that BREAK instruction does not re-execute; this is accom-
plished by adding a value of 4 to theCregister EPCregister + 4) before returning.

If a BREAK instruction is in a branch delay slot, interpretation of the branch instruction is required to resume execution.
12.3.1.19 Reserved Instruction Exception

Cause:The Reserved Instruction exception occurs when one of the following conditions occurs:

e an attempt is made to execute an instruction with an undefined major opcode (bits 31:26)

* an attempt is made to execut8 RECIAL instruction with an undefined minor opcode (bits 5:0)

e an attempt is made to executBBGIMM instruction with an undefined minor opcode (bits 20:16)

e an attempt is made to execute MIPS Il operations in 32-bit mode when in User or Supervisor modes
e an attempt is made to execute MIPS IV opcodes in user-mod&@#ahh] = 0.

64-bit operations are always valid in Kernel mode regardless of the valuekof thiein theStatusregister.

This exception is not maskable.
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Processing:The common exception vector is used for this exception, ariditbede in theCauseregister is set.

The EPCregister contains the address of the reserved instruction unless it is in a branch delay slot, in whicEE&seghe
ister contains the address of the preceding branch instruction.

Servicing: No instructions in the MIPS ISA are currently interpreted. The process executing at the time of this exception is
handed an illegal instruction/reserved operand fault signal. This error is usually fatal.

12.3.1.20 Coprocessor Unusable Exception

Cause:The Coprocessor Unusable exception occurs when an attempt is made to execute a coprocessor instruction for eith

e acorresponding coprocessor unit that has not been marked usable, or
e CPO instructions, when the unit has not been marked usable and the process executes in either User or Supervisor mc

This exception is not maskable.

Processing:The common exception vector is used for this exception, ardRkkcode in theCauseregister is set. The con-

tents of theCoprocessor Usage Errdield of the coprocess@ontrol register indicate which of the four coprocessors was ref-
erenced. Th&PCregister contains the address of the unusable coprocessor instruction unless it is in a branch delay slot, in
which case th&PCregister contains the address of the preceding branch instruction.

Servicing: The coprocessor unit to which an attempted reference was made is identifie€Coptbeessor Usage Error field,
which results in one of the following situations:

» Ifthe process is entitled access to the coprocessor, the coprocessor is marked usable and the corresponding user stat
restored to the coprocessor.

» If the process is entitled access to the coprocessor, but the coprocessor does not exist or has failed, interpretation of tt
coprocessor instruction is possible.

- Ifthe BD bit is set in th&Causeregister, the branch instruction must be interpreted; then the coprocessor instruction can be
emulated and execution resumed with EHRC register advanced past the coprocessor instruction.

» If the process is not entitled access to the coprocessor, the process executing at the time is handed an illegal instructio
privileged instruction fault signal. This error is usually fatal.

12.3.1.21 Floating-Point Exception

Cause:The Floating-Point exception is used by the floating-point coprocessor. This exception is not maskable.
Processing:The common exception vector is used for this exception, arfeRBecode in theCauseregister is set.
The contents of thEloating-Point Control/Statusegister indicate the cause of this exception.

Servicing: This exception is cleared by clearing the appropriate bit ifldeting-Point Control/Statusegister.

For an unimplemented instruction exception, the kernel should emulate the instruction; for other exceptions, the kernel shot
pass the exception to the user program that caused the exception.

12.3.1.22 Interrupt Exception

Cause:The Interrupt exception occurs when one of the eight interrupt conditions is asserted. The significance of these intel
rupts is dependent upon the specific system implementation.

Each of the eight interrupts can be masked by clearing the corresponding bihirMiask field of theStatusregister, and all
of the eight interrupts can be masked at once by clearir thi of theStatusregister.

Processing:The common exception vector is used for this exceptiGaifse[IVI=0, and thdnt code in theCauseregister is
set. IfCause[IVIEL, then the Interrupt exception vector is used.
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ThelP field of theCauseregister indicates current interrupt requests. It is possible that more than one of the bits can be simul-
taneously set (or evero bits may be set) if the interrupt is asserted and then deasserted before this register is read.

Servicing: If the interrupt is caused by one of the two software-generated exce@dtie(SWOQ, the interrupt condition is
cleared by setting the correspond@guseregister bit to 0.

If the interrupt is hardware-generated, the interrupt condition is cleared by correcting the condition causing the interrupt pi
be asserted.

Due to the on-chip write buffer, a store to an external device may not occur until after other instructions in the pigieline fin
Hence, the user must ensure that the store will occur beforettine from exceptiomstruction ERET) is executed. Other-

wise the interrupt may be serviced again even though there is no actual interrupt pending. Normally an uncached store is used
for this purpose. The RM5200 will stall the pipeline until an uncached store has left the chip.

12.3.2 Exception Handling and Servicing Flowcharts

The remainder of this section contains flowcharts for the following exceptions and guidelines for their handlers:

« general exceptions and their exception handler

* TLB/XTLB miss exception and their exception handler

» cache error exception and its handler

» reset, soft reset and NMI exceptions, and a guideline to their handler.

Generally speaking, the exceptions are handled by hardware (HW); the exceptions are then serviced by software (SW).
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Exceptions other than Reset, Soft Reset, NMI, CacheError or first-level TLB miss
Note: Interrupts can be masked by IE or IMs

Comments

Set FP Control Status Register| “FP Control Status Register _
EnHi <- VPN2. ASID is only set if the respective exception

occurs.

Context <- VPN2 *EnHi, X/Context are set only for
Set Cause Register TLB- Invalid, Modified,
EXCCode, CE & Refill exceptions

*BadVA is set for TLB-RE€fill,
TLB-invalid, TLB-Modified, Address
Error exceptions

Yes Instr. in No
Br.Dly. Slot? —¢
Cause 31 (BD) <- 1 Cause 31 (BD) <-0
EXL =1 =1 EXL
(SR1) (SR1)
= oy
Set Bad VA Set Bad VA
EPC <-- (PC - 4) EPC <-- PC
| |
Processor forced to kernel mode
EXL <-1 and interrupts disabled

=0 (normal) =1 (bootstrap)
Interrupt +

Interrupt +
Cause.lV =

Cause.lV =

PC <- OxFFFFFFFF 80000000 + 0x180| | PC <- OxFFFFFFFF BFC00200 + 0x180
(unmapped, cached) (unmapped, uncached)

PC <- OxFFFFFFFF 80000000 + 0x200 PC <- OxFFFFFFFF BFC00200 + 0x200
(unmapped, cached) (unmapped, uncached)

Y v
v

To General Exception Servicing Guidelines

Figure 12.17 General Exception Handler (HW)
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Comments

MFCO -
X/Context
EPC
Status
Cause

* Unmapped vector so TLBMod, TLBInv,
TLB Refill exceptions not possible

< * EXL=1 so Interrupt exceptions disabled

* OS/System to avoid all other exceptions

Y
MTCO -
(Set Status Bits:)
KSU<- 00
EXL<-0

IE=1 ¢

*Only CacheError, Reset, Soft Reset, NMI
exceptions possible.

(optional - only to enable Interrupts while keeping Kernel Mode)

Check CAUSE REG. & Jump to
appropriate Service Code

* After EXL=0, all exceptions allowed.
(except interrupt if masked by IE or IM
and CacheError if masked by DE)

\i

Service Code

'

EXL=1

Y

MTCO -
EPC

STATUS

ERET

* ERET is not allowed in the branch delay slot of
another Jump Instruction

* Processor does not execute the instruction which is
in the ERET’s branch delay slot

*PC <-EPC; EXL<-0

* LLbit<-0

Figure 12.18 General Exception Servicing Guidelines (SW)
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Yes

A

EnHi <- VPN2, ASID

Context <- VPN2

Set Cause Reg.
EXCCode, CE and
Cause bit 31 (BD) <- ]

Instr. in
Br.Dly. Slot?

EnHi <- VPN2, ASID

Context <- VPN2

Set Cause Reg.
EXCCode, CE and
Cause bit 31 (BD) <- 0

Check if exception within
another exception

Set BadVA Set BadVA
EPC <-- (PC -4) EPC <--PC
| |
v XTLB N

Y
Vec. Off. = 0x080

Instruction?

Y

Set BadVA
Vec. Off. = 0x180

A
Vec. Off. = 0x000

Points to Refill Exception

'¢‘ Points to General Exception

Processor forced to Kernel Mode &
interrupt disabled

=0 (normal)

/

(SR bit 22)

BEV

=1 (bootstrap)

\i

PC <- OxFFFF FFFF 8000 0000 + Vec.Off.
(unmapped, cached)

PC <- OXxFFFF FFFF BFCO 0200 + Vec.Off.
(unmapped, uncached)

-
! i )

To TLB/XTLB Exception Servicing Guidelines

Figure 12.19 TLB/XTLB Miss Exception Handler (HW)
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Comments

* Unmapped vector so TLBMod, TLBInv,
TLB Refill or VCEP exceptions
not possible

MFCO -

* EXL=1 so Interrupt exceptions disabled
CONTEXT < . :
* OS/System to avoid all other exceptions

*Only CacheError, Reset, Soft Reset, NMI
exceptions possible.

* Load the mapping of the virtual address in Context Reg.
Move it to ENLO and Write into the TLB

) * There could be a TLB miss again during the mapping
Service Code < of the data or instruction address. The processor will

jump to the general exception vector since the EXL is 1.
(Option to complete the first level refill in the general
exception handler or ERET to the original instruction
and take the exception again)

* ERET is not allowed in the branch delay slot of
another Jump Instruction

* Processor does not execute the instruction which is
ERET < in the ERET’s branch delay slot

*PC<-EPC; EXL<-0

* LLbit <- 0

Figure 12.20 TLB/XTLB Exception Servicing Guidelines (SW)

158 QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054
408.565.0300 408.565.0335 www.gedinc.com




RM5200™ Family, User Manual CPU Exception & Interrupt Processing

Note: Can be masked/disabled by DE (SR16) bit = 1

Set CacheErr Reg.

Y

Y
ErrEPC <- (PC - 4) ErrEPC <- PC

Y

=0 (normal) =1 (bootstrap)

Cache Error Exception Handling (HW)

Y Y

PC <- OxFFFF FFFF A000 0000 + 100 PC <- OxFFFF FFFF BFCO 0200 + 100
(unmapped, uncached) (unmapped, uncached)
| -~ |
/
l Comments
§ * Unmapped Uncached vector so
0 TLB related & Cache Error Exception not possible
8 * ERL=1 so Interrupt exceptions disabled
c * : :
= Service Code OS/System to avoid all other exceptions
he] *Only Reset, Soft Reset, NMI
S exceptions possible.
V]
o
£ * ERET is not allowed in the branch delay slot of
g another Jump Instruction
o * Processor does not execute the instruction which is
n in the ERET’s branch delay slot
ERET
* PC <- ErrorEPC; ERL <- 0
* LLbit <- 0
Figure 12.21 Cache Error Exception Handling (HW) and Servicing Guidelines
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Soft Reset or NMI Exception Reset Exception
Status: Random <- TLBENTRIES - 1
BEV<-1 Wired <- 0
SR<- 1 Config <- Update(31:6)|| Undef(5:0)
ERL <- 1 Status:
BEV <-1
SR<-0
ERL <-1

Y
A

ErrorEPC <- PC

Y
PC <- OxFFFF FFFF BFCO 0000

Reset, Soft Reset & NMI Exception Handling (HW)

Yes

Note: There is no indication from the
processor to differentiate between

NMI & Soft Reset; o
there must be a system level indication.

Status bit 20
(SR)

NMI Service Code

Reset, Soft Reset & NMI
Servicing Guidelines (SW)

Soft Reset Service Code Reset Service Code

(Optional) ERET

Figure 12.22 Reset, Soft Reset & NMI Exception Handling
12.4 Interrupts

The RM5200 processors support the following interrupts: six hardware interrupts, one internal “timer interrupt,” two software
interrupts, and one nonmaskable interrupt. The processor takes an exception on any interrupt.

12.4.1 Hardware Interrupts

The six CPU hardware interrupts can be caused by either an external request write to the interrupt register, or by dsserting de
icated interrupt pins. These pins are latched into an internal register by the rising gg€lotk

12.4.2 Nonmaskable Interrupt (NMI)

The nonmaskable interrupt is caused either by an external request write to bit 6 of the interrupt register or by asserting a th
NMI* pin. This pin is latched into an internal register by the rising ed§gsi€lock
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12.4.3 Asserting Interrupts

External writes to the CPU are directed to various internal resources, based on an internal address map of the processor. \/
SysAD[6:4] = 0, an external write to any address writes to an architecturally transparent register caitedrths register;
this register is available for external write cycles, but not for external reads.

During a data cycleSysAD[22:16]are the write enables for the seven individot@rrupt register bits an@ysAD[6:0] are the
values to be written into these bits. This allows any subset tfitéreupt register to be set or cleared with a single write
request. Figure 12.23 shows the mechanics of an external writeltetrapt register.

s o | Interrupt register
SysAD(6:0)
Interrupt Value
1
6 5 4 3 2 1 0
2 See Figures
— > 12.25 and 12.26.
o
4
221 21| 20 | 19| 18 | 17 | 16 5
SysAD(22:16) 6
Write Enables \

Figure 12.23 Interrupt Register Bits and Enables
Figure 12.24 shows how the RM5200 interrupts are readable through the Cause register.

e Bit 5 of thelnterrupt register is ORed with tHat5* pin and then multiplexed with thémer Interruptsignal. The result
is directly readable as bit 15 of tBauseregister. The selection betwad3* and theTimer Interruptis selected by boot
time serial mode bit 11.

» Bits 4:0 of thenterruptregister are bit-wise ORed with the current value of interruptlptigl:0] . The result is directly
readable as bits 14:10 of tRauseregister.
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5 4 | 3 2 1 0 Interrupt register (5:0)

_Q> P2l S
{D IP3| S
N See Figure
IP4| — 12.26.
i IP5| &
. IP6| 3
Mode Bit 11— 7@ o
— IP7]
. Cause
Timer register
Interrupt
Internal
SClock—»| 5 4 3 2 1 0 Eegister)
Int5* T Int3* T Int1* T
Int4* Int2* Int0*

Figure 12.24 RM5200 Interrupt Signals
Figure 12.25 shows the internal derivation of il signal for the RM5200 processor.

TheNMI * pin is latched by the rising edge 8ysClock Bit 6 of thelnterruptregister is then ORed with the inverted value of
NMI* to form the nonmaskable interrupt. Only the falling edge of the latched signal will cause the NMI.

6 Interrupt register (6)
(Internal
register) NMI
(Internal)
NMP—p ;'—D—D -
T Edge-
SClock triggered
Flip-flop

Figure 12.25 RM5200 Nonmaskable Interrupt Signal

Figure 12.26 shows the masking of the RM5200 interrupt signal.

» Causeregister bits 15:8 (IP7-1P0) are AND-ORed w8tatusregister interrupt mask bits 15:8 (IM7-IM0) to mask indi-

vidual interrupts.
»  Statusregister bit 0 is a global Interrupt Enable (IE). It is ANDed with the output of the AND-OR logic to produce the
RM5200 interrupt signal.
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Status register

SR(0)

IE

Status register
SR(15:8)

IMO
IML
IM2
IM3| 8,
M4/
IM5
IM6
IM7

IPO
IP1
P2
P3| 8/
pal 7
IP5

P7 function

Cause register
(15:8)

Figure 12.26 Masking of the RM5200 Interrupt

IP6 AND-OR

\

AND
function

1, RM5200 Interrupt

Source Registered External Request Write
Name Generated by lnterrL('ﬁ\t/l;\A ask InterrupaE;andlng Set/Clear Enable
Reset ColdReset*
NMI NMI* SysAD15 SysAD31
Soft Reset Reset*

SWINTO SW setting Cause.IPO Status8 Cause8

SWINT1 SW setting Cause.IP1 Status9 Causes9
INTO Int0* Status10 Causel0 SysADO SysAD16
INT1 Int1* Status11 Causell SysAD1 SysAD17
INT2 Int2* Status12 Causel?2 SysAD2 SysAD18
INT3 Int3* Status13 Causel3 SysAD3 SysAD19
INT4 Int4* Status14 Causel4 SysAD4 SysAD20
INTS Int5*/Timer Status15 Causel5 SysAD5 SysAD21
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Section 13 Floating-Point Exceptions

This section describes FPU floating-point exceptions, including FPU exception types, exception trap processing, exception
flags, saving and restoring state when handling an exception, and trap handlers for IEEE Standard 754 exceptions.

A floating-point exception occurs whenever the FPU cannot handle either the operands or the results of a floating-point ope
tion in its normal way. The FPU responds by generating an exception to initiate a software trap or by setting a status flag.

13.1 Exception Types

The FPControl/Statugegister described in section 6 contain&aablebit for each exception type; exceptiBnable bits
determine whether an exception will cause the FPU to initiate a trap or set a status flag.

« Ifatrap is taken, the FPU remains in the state found at the beginning of the operation and a software exception handli
routine executes.

e If notrap is taken, an appropriate value is written into the FPU destination register and execution continues.
The FPU supports the five IEEE Standard 754 exceptions:

e Inexact (1)

* Underflow (U)

e Overflow (O)

« Division by Zero (2)

* Invalid Operation (V)

Causebits, Enables andFlag bits (status flags) are used.

The FPU adds a sixth exception type, Unimplemented Operation (E), to use when the FPU cannot implement the standard
MIPS floating-point architecture, including cases in which the FPU cannot determine the correct exception behavior. This
exception indicates the use of a software implementation. The Unimplemented Operation excepti@mabie noFlag bit;

whenever this exception occurs, an unimplemented exception trap is taken.

Figure 13.1 illustrates theéontrol/Statugregister bits that support exceptions.
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Bits

Inexact Operation
Underflow
Overflow
Division by Zero
Invalid Operation
Unimplemented Operation

Figure 13.1 Control/Status Register Exception/Flag/Trap/Enable Bits

Each of the five IEEE Standard 754 exceptions (V, Z, O, U, 1) is associated with a trap under user control, and is enabled by
setting one of the fivEnable bits. When an exception occurs, the correspon@eugsebit is set. If the correspondirignable

bit is not set, th&lag bit is also set. If the correspondiBgablebit is set, thd-lag bit is not set and the FPU generates an
interrupt to the CPU. Subsequent exception processing allows a trap to be taken.

13.2 Exception Trap Processing

When a floating-point exception trap is taken, @@iseregister indicates the floating-point coprocessor is the cause of the
exception trap. The Floating-Point Exception (FPE) code is used, a@atisebits of the floating-poinControl/Statugegis-

ter indicate the reason for the floating-point exception. These bits are, in effect, an extension of the system c@aosessor
register.

13.3 Flags

A Flag bit is provided for each IEEE exception. Thiag bit is set to a 1 on the assertion of its corresponding exception, with
no corresponding exception trap signaled.

TheFlag bit is reset by writing a new value into t8&atusregister; flags can be saved and restored by software either individ-
ually or as a group.

When no exception trap is signaled, floating-point coprocessor takes a default action, providing a substitute value for the
exception-causing result of the floating-point operation. The particular default action taken depends upon the type of excep-
tion. Table 13.1: lists the default action taken by the FPU for each of the IEEE exceptions.
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Table 13.1: Default FPU Exception Actions

Field Description Rounding Default action
Mode
I Inexact exception Any Supply a rounded result
U Underflow exception RN Modify underflow values to 0 with the sign of the intermediate result
Rz Modify underflow values to 0 with the sign of the intermediate result
RP Modify positive underflows to the format’s smallest positive finite num-
ber; modify negative underflows to -0
RM Modify negative underflows to the format's smallest negative finite num-
ber; modify positive underflows to 0
O  |Overflow exception RN Modify overflow values to 0 with the sign of the intermediate result
Rz Modify overflow values to the format's largest finite number with the
sign of the intermediate result
RP Modify negative overflows to the format’s most negative finite number;
modify positive overflows to + 00
RM Modify positive overflows to the format’s largest finite number; modify
negative overflows to — 00
Division by zero Any Supply a properly signed co
\% Invalid operation Any Supply a quiet Not a Number (NaN)

Table 13.2: lists the exception-causing situations and contrasts the behavior of the FPU with the requirements of the IEEE
Standard 754.

Table 13.2: FPU Exception-Causing Conditions

FPA Internal IEEE Standard | Trap Trap Notes
Result 754 Enable | Disable

Inexact result I I I Loss of accuracy
Exponent overflow o, (Of (Of Normalized exponent > E o«
Division by zero Z Z Z Zero is (exponent = E,j,-1, mantissa = 0)
Overflow on convert \% E E Source out of integer range
Signaling NaN source \% \% \%
Invalid operation V V V 0/0, etc.
Exponent underflow u E E Normalized exponent < Epi,
Denormalized or QNaN None E E Denormalized is (exponent = Ej;-1 and mantissa <> 0)

Note 1:  The IEEE Standard 754 specifies an inexact exception on overflow only if the overflow trap is disabled.

13.4 FPU Exceptions

The following sections describe the conditions that cause the FPU to generate each of its exceptions, and details the FPU
response to each exception-causing condition.

13.4.1 Inexact Exception (1)

The FPU generates the Inexact exception if one of the following occurs:

« the rounded result of an operation is not exact, or

QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054 167
408.565.0300 408.565.0335 www.gedinc.com




Floating-Point Exceptions RM5200™ Family, User Manual

e the rounded result of an operation overflows, or

» the rounded result of an operation underflows and both the Underflow and IEaab&tbits are not set and tiSbit is
set.

The FPU usually examines the operands of floating-point operations before execution actually begins, to determine (based on
the exponent values of the operands) if the operatiopassiblycause an exception. If there is a possibility of an instruction
causing an exception trap, the FPU uses a coprocessor stall to execute the instruction.

It is impossible, however, for the FPU to predetermine if an instruction will produce an inexact result. If Inexact exception

traps are enabled, the FPU uses the coprocessor stall mechanism to exeatiglpoint operations that require more than

one cycle. Since this mode of execution can impact performance, Inexact exception traps should be enabled only when neces-
sary.

Trap Enabled Results:If Inexact exception traps are enabled, the result register is not modified and the source registers are
preserved.

Trap Disabled Results:The rounded or overflowed result is delivered to the destination register if no other software trap
occurs.

13.4.2 Invalid Operation Exception (V)

The Invalid Operation exception is signaled if one or both of the operands are invalid for an implemented operation. When the
exception occurs without a trap, the MIPS ISA defines the result as a quiet Not a Number (NaN). The invalid operations are:

» Addition or subtraction: magnitude subtraction of infinities, such age ()+ (—c ) or (—c ) — (—)
*  Multiplication: 0 timeseo, with any signs

« Division: 0/0, oreo/oo, with any signs

« Comparison of predicates involvirgor > without ?, when the operands are unordered

e Comparison or a Convert From Floating-point Operation on a signaling NaN.

« Any arithmetic operation on a signaling NaN. A move (MQOV) operation is not considered to be an arithmetic operation,
but absolute value (ABS) and negate (NEG) are considered to be arithmetic operations and cause this exception if one or
both operands is a signaling NaN.

»  Square rooty/x, where x is less than zero

Software can simulate the Invalid Operation exception for other operations that are invalid for the given source operands.
Examples of these operations include IEEE Standard 754-specified functions implemented in software, such as Remainder:
REMYy, wherey is 0 orx is infinite; conversion of a floating-point number to a decimal format whose value causes an overflow,
is infinity, or is NaN; and transcendental functions, such as In (-5) or cos—1(3).

Trap Enabled Results:The original operand values are undisturbed.

Trap Disabled Results:A quiet NaN is delivered to the destination register if no other software trap occurs.
13.4.3 Division-by-Zero Exception (2)

The Division-by-Zero exception is signaled on an implemented divide operation if the divisor is zero and the dividend is a
finite nonzero number. Software can simulate this exception for other operations that produce a signed infinity, such as In(0),

sec(v?2), csc(0), or O
Trap Enabled Results:The result register is not modified, and the source registers are preserved.

Trap Disabled Results:The result, when no trap occurs, is a correctly signed infinity.

168 QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054
408.565.0300 408.565.0335 www.gedinc.com




RM5200™ Family, User Manual Floating-Point Exceptions

13.4.4 Overflow Exception (O)

The Overflow exception is signaled when the magnitude of the rounded floating-point result, with an unbounded exponent
range, is larger than the largest finite number of the destination format. (This exception also sets the Inexact exception and
Flag bits.)

Trap Enabled Results:The result register is not modified, and the source registers are preserved.

Trap Disabled Results:The result, when no trap occurs, is determined by the rounding mode and the sign of the intermediat
result (as listed in Table 13.1:).

13.4.5 Underflow Exception (U)
Two related events contribute to the Underflow exception:

e creation of a tiny nonzero result betwedt ™" which can cause some later exception because it is so tiny
« extraordinary loss of accuracy during the approximation of such tiny numbers by denormalized numbers.

IEEE Standard 754 allows a variety of ways to detect these events, but requires they be detected the same way for all opel
tions.

Tininess can be detected by one of the following methods:

« after rounding (when a nonzero result, computed as though the exponent range were unbounded, would lie strictly
betweent2EMin)

» before rounding (when a nonzero result, computed as though the exponent range and the precision were unbounded,
would lie strictly betweer2EMN).

The MIPS architecture requires that tininess be detected after rounding.
Loss of accuracy can be detected by one of the following methods:

» denormalization loss (when the delivered result differs from what would have been computed if the exponent range wel
unbounded)

» inexact result (when the delivered result differs from what would have been computed if the exponent range and precisi
were both unbounded).

The MIPS architecture requires that loss of accuracy be detected as an inexact result.

Trap Enabled Results:If Underflow or Inexact traps are enabled, or if B&bit is not set, then an Unimplemented exception
(E) is generated, and the result register is not modified.

Trap Disabled Results:If Underflow and Inexact traps are not enabled and-8bit is set, the result is determined by the
rounding mode and the sign of the intermediate result (as listed in Table 13.1:).

Unimplemented Instruction Exception (E)

Any attempt to execute an instruction with an operation code or format code that has been reserved for future definition set
the Unimplementedbit in theCausefield in the FPUControl/Statugegister and traps. The operand and destination registers
remain undisturbed and the instruction is emulated in software. Any of the IEEE Standard 754 exceptions can arise from tt
emulated operation, and these exceptions in turn are simulated.

The Unimplemented Instruction exception can also be signaled when unusual operands or result conditions are detected tl
the implemented hardware cannot handle properly. These include:

« Denormalized operand, except for Compare instruction
* Quiet Not a Number operand, except for Compare instruction
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« Denormalized result or Underflow, when either Underflow or Inekactblebits are set or thES bit is not set.
* Reserved opcodes

e Unimplemented formats

e Operations which are invalid for their format (for instance, CVT.S.S)

Note: Denormalized and NaN operands are only trapped if the instruction is a convert or computational oper-
ation. Moves do not trap if their operands are either denormalized or NaNs.

On the RM5200 additional causes of the unimplemented exception include:

e If the multiply portion of the MADD, MSUB, NMADD, NMSUB instruction would produce an overflow, underflow or
denormal output, regardless of the value of FCR31.FS.

«  The CVT.L.fmt instruction with an output that would be greater ti&i.2r less than 2
« Attempting to execute a MIPS IV floating-point instruction if the MIPS IV instruction set has not been enabled

The use of this exception for such conditions is optional; most of these conditions are newly developed and are not expected to
be widely used in early implementations. Loopholes are provided in the architecture so that these conditions can be imple-
mented with assistance provided by software, maintaining full compatibility with the IEEE Standard 754. It is up to the user to
supply this software. Most compilers simply leave the three floating point exceptions disabled and have it default to whatever
value is generated in the hardware.

Trap Enabled Results:The original operand values are undisturbed.

Trap Disabled Results:This trap cannot be disabled.
13.5 Saving and Restoring State

Sixteen or thirty-two doubleword coprocessor load or store operations save or restore the coprocessor floating-point register
state in memory. The remainder of control and status information can be saved or restored through Move To/From Coprocessor
Control Register instructions, and saving and restoring the processor registers. NormabyttbkStatusegister is saved

first and restored last.

When the coprocess@ontrol/Statugegister FCR3]) is read, and the coprocessor is executing one or more floating-point
instructions, the instruction(s) in progress are either completed or reported as exceptions. The architecture requires that no
more than one of these pending instructions can cause an exception. If the pending instruction cannot be completed, this
instruction is placed in thExceptionregister, if present. Information indicating the type of exception is placed @othteol/
Statusregister. When state is restored, state information in the status word indicates that exceptions are pending.

Writing a zero value to th€ausefield of Control/Statugegister clears all pending exceptions, permitting normal processing
to restart after the floating-point register state is restored.

The Causefield of theControl/Statugegister holds the results of only one instruction; the FPU examines source operands
before an operation is initiated to determine if this instruction can possibly cause an exception. If an exception ishgossible,

FPU executes the instruction in stall mode to ensure that no more than one instruction (that might cause an exception) is exe-
cuted at a time.

13.6 Trap Handlers for IEEE Standard 754 Exceptions

The IEEE Standard 754 strongly recommends that users be allowed to specify a trap handler for any of the five standard excep-
tions that can compute; the trap handler can either compute or specify a substitute result to be placed in the desttration regi

of the operation.

By retrieving an instruction using the procesEaception Program Counter (ER@egister, the trap handler determines:

e exceptions occurring during the operation
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« the operation being performed
» the destination format

On Overflow or Underflow exceptions (except for conversions), and on Inexact exceptions, the trap handler gains access to
correctly rounded result by examining source registers and simulating the operation in software.

On Overflow or Underflow exceptions encountered on floating-point conversions, and on Invalid Operation and Divide-by-
Zero exceptions, the trap handler gains access to the operand values by examining the source registers of the instruction.

The IEEE Standard 754 recommends that, if enabled, the overflow and underflow traps take precedence over a separate ine
trap. This prioritization is accomplished in software; hardware sets both bits.
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Section 14 CPU Instruction Set Summary

The RM523x/RM526x/RM527x processors (hereafter referred to as RM5200) execute the MIPS IV Instruction Set Architec
ture (ISA), a superset of the MIPS 11l ISA, and provide backward compatibility to MIPS I, Il and Ill. Each CPU instruction
consists of a single 32-bit word, aligned on a word boundary. There are three instruction formats—immediate (I-type), jump
(J-type), and register (R-type). The use of a small number of instruction formats simplifies instruction decoding, allowing the
compiler to synthesize more complicated (and less frequently used) operations and addressing modes from these three fori
as needed.

A summary of the MIPS IV instruction set additions is listed along with a brief explanation of each instruction. For more infor
mation on the MIPS IV instruction set, refer to the MIPS IV instruction set manual.

There are three types of instructions as shown in Figure 14.1.

I-Type (Immediate)
31 26 25 21 20 16 15 0
‘ op ‘ rs ‘ rt ‘ immediate ‘

J-Type (Jump)
31 26 25 0

‘ op ‘ target |

R-Type (Register)

31 26 25 2120 16 15 1110 65 0
‘ op ‘ rs ‘ rt ‘ rd ‘ sa ‘ funct
op 6-bit operation code
rs 5-bit source register specifier
rt 5-bit target (source/destination) register or branch con-
dition

immediate 16-bit immediate value, branch displacement or
address displacement

target 26-bit jump target address

rd 5-bit destination register specifier
sa 5-bit shift amount

funct 6-bit function field

Figure 14.1 CPU Instruction Formats

In the MIPS architecture, coprocessor instructions are implementation-dependent.
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14.1 Implementation Specific CPO Instructions

Some of the RM5200 instructions are implementation specific and therefore are not part of the MIPS IV Instruction Set. These
are coprocessor instructions that perform operations in their respective coprocessors. Coprocessor loads and stores are I-type,
and coprocessor computational instructions have coprocessor-dependent formats.

Table 14.1: lists the CPO instructions for the RM5200 processors. CPO0 instructions are those which are not architecturally vis-
ible and are used by the kernel.

Table 14.1: RM5200 CPO Instructions

COPO Instruction Definition
CACHE Cache Management
DMFCO Doubleword Move From CPO
DMTCO Doubleword Move To CP0O
ERET Return from Exception
MFCO Move From CPO
MTCO Move To CPO
TLBP Probe for TLB Entry
TLBR Read Indexed TLB Entry
TLBWI Write Indexed TLB Entry
TLBWR Write Random TLB Entry
WAIT Enter Standby Mode

14.1.1 CACHE - Cache Management

31 26 25 2120 16 15 0
CACHE base op offset
101111
6 5 5 16

Figure 14.2 RM5200 CACHE Instruction Format
14.1.1.1 Format:

CACHE op, offset(base)

14.1.1.2 Description:

The 16-bitoffsetis sign-extended and added to the contents of general rdiiseto form a virtual address. The virtual
address is translated to a physical address using the TLB, and the 5-bit sub-opcode specifies a cache operation far that addres

If CPO is not usable (User or Supervisor mode), the CPO enable bitStatiieregister is clear, then a coprocessor unusable
exception is taken. The operation of this instruction on any operation/cache combination not listed below, or on a secondary
cache when none is present, is undefined. The operation of this instruction on uncached addresses is also undefined.

The Index operation uses part of the virtual address to specify a cache block. The caches on the RM5200 are 2-way set associa-
tive, which implies that they are divided into halves. Each half is a set.
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For a 16Kbyte primary cache divided into two 8Kbyte sets with 32 bytes per tag,yAddecifies a block of 256 cache lines
per set. VAddy; selects between the two sets within the cache. This is the primary cache size on the RM52x0.

For a 32Kbyte primary cache divided into two 16Kbyte sets with 32 bytes per tag,yAddecifies a block of 512 cache
lines per set. VAdd, selects between the two sets within the cache. This is the primary cache size on the RM52x1.

For a secondary cache dtHEB!TS bytes with 32 bytes per tag, pAdderesiTs. sSpecifies the block. The secondary
cache is direct-mapped, so there is no need to specify the cache set to operate on.

Index Load Tag also uses VAdlizg Ts. . 3t0 select the doubleword for reading parity. WhenGEsbit of theStatusregister
is set, Hit WriteBack, Hit WriteBack Invalidate, Index WriteBack Invalidate, and Fill also use MAgBfrs . 3to select the
doubleword that has its parity modified. This operation is performed unconditionally

The Hit operation accesses the specified cache as normal data references, and performs the specified operation if the cacl

block contains valid data with the specified physical address (a hit). If the cache block is invalid or contains a ddfessnt ad
(a miss), no operation is performed.

Write back from a primary cache goes to the secondary cache and to memory. If no secondary cache is present, the data go

memory. Data comes from the primary data cache, if present, and is modifiédlthis set). Otherwise the data comes from
the secondary cache. The address to be written is specified by the cache tag and not the translated physical address.

TLB Refill and TLB Invalid exceptions can occur on any operation. For Index operations (where the physical address is use
to index the cache but need not match the cache tag) unmapped addresses may be used to avoid TLB exceptions. This op

tion never causes TLB Modified or Virtual Coherency exceptions.

Bits 17...16 of the instruction specify the cache as follows:

Code | Name Cache
0 I Primary Instruction
1 D Primary Data
2 - Reserved
3 S Secondary Cache

Bits 20...18 (this value is listed under tede column) of the instruction specify the operation as follows:

Code | Caches Name Operation
0 I Index Invalidate Set the cache state of the cache block to Invalid.
0 D Index Writeback Invalidate Examine the cache state and Writeback bit (W bit) of the

primary data cache block at the index specified by the vir-
tual address. If the state is not Invalid and the W bit is set,
write the block back to the secondary cache (if present)
and to memory. The address to write is taken from the pri-
mary cache tag. Set the cache state of primary cache
block to Invalid.

0 S Flash Invalidate Flash Invalidate the entire secondary cache in one opera-
tion for tag RAMs which support this function. (Asserts the
ScCLR* pin)

1 All Index Load Tag Read the tag for the cache block at the specified index and

place it into the TagLo and TagHi CPO registers, ignoring
any parity errors.

2 I, D Index Store Tag Write the tag for the cache block at the specified index
from the TagLo and TagHi CPO registers.
2 S Index Store Tag Write the valid bit from the TagLo CPO register for the

cache block at the specified index from the effective
address generated by the CACHE instruction.
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Code

Caches

Name

Operation

3

D

Create Dirty Exclusive

This operation is used to avoid loading data needlessly
from secondary cache or memory when writing new con-
tents into an entire cache block. If the cache block does
not contain the specified address, and the block is dirty,
write it back to the secondary cache (if present) and to
memory. In all cases, set the cache block tag to the speci-
fied physical address, set the cache state to Dirty Exclu-
sive.

Hit Invalidate

If the cache block contains the specified address, mark the
cache block invalid.

Hit Writeback Invalidate

If the cache block contains the specified address, write the
data back if it is dirty, and mark the cache block invalid.

Page Invalidate

The processor performs a burst of 128 Index_Store_Tag
operations to the secondary cache at the page specified
by the effective address generated by the CACHE instruc-
tion, which must be page-aligned. To invalidate the page,
the state bits within the TagLo register must be zero. Inter-
rupts are deferred during this operation.

Fill

Fill the primary instruction cache block from secondary
cache or memory.

Hit Writeback

If the cache block contains the specified address, and the
W bit is set, write back the data and clear the W bit.

Hit Writeback

If the cache block contains the specified address, data is
written back unconditionally.

14.1.1.3 Operation:

32,64 T: VAddr — ((offset;5)*® || offset;s o) + GPR[base]
(pAddr, uncached) —~ AddressTranslation (vVAddr, DATA)
CacheOp (op, vAddr, pAddr)

14.1.1.4 Exceptions:

TLB refill exception

TLB invalid exception

Buss error exception

Address error exception
Reserved instruction exception
Coprocessor unusable exception

14.1.2 DMFCO - Doubleword Move From System Control Coprocessor

31 26 25 2120 16 15 1110
COPO DMF rt rd 0
010000| 00001 00000000
6 5 5 5 11
14.1.2.1 Format:
DMFCO rt, rd
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14.1.2.2 Description:

The contents of coprocessor registeof the CPO are loaded into general register

This operation is defined in kernel mode regardless of the setting $fates. KXbit. Execution of this instruction in supervi-
sor mode wittBtatus.SX= 0 or in user mode witdX = 0, causes a reserved instruction exception.

All 64-bits of the general register destination are written from the coprocessor register source. The op&stfe@®bn a
32-bit coprocessor 0 register is undefined.

14.1.2.3 Operation:

T: data— GPR[O0,rd]

T+1: CPR[rt]~ data

14.1.2.4 Exceptions:

Coprocessor unusable exception.
Reserved instruction exception for supervisor mode &fi#ttus.SX= 0 or user mode witBtatus.UX= 0.

14.1.3 bMTCO - Doubleword Move To System Control Coprocessor

31 26 25 21 20 16 15 11 10
COPO DMT rt rd 0
010000 00101 0000000O0
6 5 5 5 11

14.1.3.1 Format:
DMTCO rt, rd

14.1.3.2 Description:

The contents of general registeare loaded into coprocessor registeof CPO.

This operation is defined in kernel mode regardless of the setting 8fatus.KXbit. Execution of this instruction in supervi-
sor mode wittStatus.SX= 0 or in user mode witX = 0, causes a reserved instruction exception.

All 64-bits of the coprocessor 0 register are written from the general register source. The opelaGrCef on a 32-bit
coprocessor 0 register is undefined.

Because the state of the virtual address translation system may be altered by this instruction, the operation of |aexjnstructi
store instructions, and TLB operations immediately prior to and after this instruction are undefined.
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14.1.3.3 Operation:

T: data— GPRJrt]

T+1: CPR[O,rd]- data

14.1.3.4 Exceptions:

Coprocessor unusable exception.
Reserved instruction exception for supervisor mode 8t#tus.SX= 0 or user mode witBtatus.UX= 0.

14.1.4 ERET - Exception Return

31 26 25 24 6 5
COPO Cco 0 ERET]|
010000 1/ 0000000000000CO0OOCOQ0OO0 011
6 1 19 6

14.1.4.1 Format:
ERET

14.1.4.2 Description:

ERET is the RM5200 instruction for returning from an interrupt, exception, or error trap. Unlike a branch or jump instruction,
ERET does not execute the next instruction.

ERET must not itself be placed in a branch delay slot.

If the processor is servicing an error tr&&(= 1), then load th®C from theErrorEPC and clear th&RL bit of theStatus
register SR). Otherwise $R, =0), load theé”C from theEPC, and clear th&XL bit of theStatusregister ER).

An ERET executed betweenld. andSC also causes tHeC to fail.
14.1.4.3 Operation:
T: ifSR,=1then

PC —~ ErrorEPC
SR« SRg 3l 0[] SR o

else
PC - EPC
SR~ SR > 110 || SR
endif
LLbit — O
14.1.4.4 Exceptions:
Coprocessor unusable exception.
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14.1.5 MFco - Move From CPO

31 26 25 21 20 16 15 1110
COPO MF re rd 0
010000 000O0O 00000000
6 5 5 5 11

14.1.5.1 Format:
MFCO rt, rd
14.1.5.2 Description:

The contents of CPO set 0 regigtiare loaded into general register

14.1.5.3 Operation:

32 T data - CPR[O,rd]
T+1: GPR[rt] —~ data
64 T: data — CPR[O,rd]

T+l: GPR[rt] — (datag;)% || datag;.q

14.1.5.4 Exceptions:

Coprocessor unusable exception.

14.1.6 MTCO - Move To System Control Coprocessor

31 26 25 21 20 16 15 11 10
COPO MT rt rd 0
010000 0O010D 0000000
6 5 5 5 11

14.1.6.1 Format:
MTCO rt, rd

14.1.6.2 Description:

The contents of general registeare loaded into coprocessor registeof CPO.

Because the state of the virtual address translation system may be altered by this instruction, the operation of l@ajnstructi
store instructions, and TLB operations immediately prior to and after this instruction are undefined. This instruction was firs
defined for MIPS 1, but is not part of MIPS IV. The registers it references may change from processor to processor. The
RM5200 have the same registers as have been implemented since the R4000.
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14.1.6.3 Operation:

T: data — GPR]rt]

T+1: CPR[O,rd] —~ data

14.1.6.4 Exceptions:

Coprocessor unusable exception.

14.1.7 TLBP - Probe TLB For Matching Entry

31 26 25 24 6 5
COPO CO 0 TLBP
010000 1} 00000000000000CO0OO0OCO ©OO1ZL1
6 1 19 6

14.1.7.1 Format:
TLBP

14.1.7.2 Description:

The Indexregister is loaded with the address of the TLB entry whose contents match the conterEnyHigegister. If no
TLB entry matches, the high-order bit of timelexregister is set.

The architecture does not specify the operation of memory references associated with the instruction immediately after a
TLBP instruction, nor is the operation specified if more than one TLB entry matches.

14.1.7.3 Operation:

T: Index — 1] 0%
Foriin O..TLBEntries - 1

if (TLBIil167.141 and not (0% || TLBIil216.205))

= (EntryHigg 13 and not (0*° || TLB[i]16.20s)) and
(TLB[|]14O or (TLB[i]l35”128 = EntryH|70)) then

Index — 028 || i5
endif

14.1.7.4 Exceptions:

Coprocessor unusable exception.
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14.1.8 TLBR - Read Indexed TLB Entry

31 26 25 24 6 5
COPO CQ 0 TLBR
010000 1 0000000000000000000 OOO
6 1 19 6

14.1.8.1 Format:
TLBR

14.1.8.2 Description:

The EntryHi andEntryLoregisters are loaded with the contents of the TLB entry pointed at by the contents of tmelé@t B
register. The operation is invalid (and the results are unspecified) if the contents of thed&kigister are greater than the
number of TLB entries in the processor.

TheG bit (which controls ASID matching) read from the TLB is written into both oEifiteyl oOandEntryLolregisters.

14.1.8.3 Operation:

T: PageMask ~ TLB[Indexs oloss. 192
EntryHi — TLB[Indexs_gl191..128 @nd not TLB[Indexs_gloss. 192
EntryLol ~ TLB[Indexs oli27.65 |l TLB[INdexs ol14o
EntryLoO ~ TLB[Indexs gles.1 || TLB[Indexs gliag

14.1.8.4 Exceptions:

Coprocessor unusable exception.

14.1.9 TLBWI - Write Indexed TLB Entry

31 26 25 24 6 5

COPO co 0 TLBWI

010000| 1/ 0000000000000000000 000
6 1 19 6

14.1.9.1 Format:
TLBWI

14.1.9.2 Description:

The TLB entry pointed at by the contents of the ThBexregister is loaded with the contents of ExdryHi andEntryLoreg-
isters.

The G bit of the selected TLB entry is written with the logical AND of @bits in theEntryLoOandEntryLolregisters.

The operation is invalid (and the results are unspecified) if the contents of the TLB Index register are greater thanrthe numt
of TLB entries in the processor.
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14.1.9.3 Operation:

T: TLB[Indexs o] ~
EntryHi[39:25] || (EntryHi[24:13] and not PageMask) || EntryLo1l || EntryLoO

14.1.9.4 Exceptions:
Coprocessor unusable exception.

14.1.10 TLBWR - Write Random TLB Entry

31 26 25 24 6 5
COPO Cco 0
TLBWR
6 1 19 6

14.1.10.1 Format:
TLBWR

14.1.10.2 Description:

The TLB entry pointed to by the contents of the TRBndonregister is loaded with the contents of BreryHi andEntryLo
registers.

The G bit of the selected TLB entry is written with the logical AND of @bits in theEntryLoOandEntryLolregisters.

14.1.10.3 Operation:

T: TLB[Randoms o] «
EntryHi[39:25] || (EntryHi[24:13] and not PageMask) || EntryLol || EntryLoO

14.1.10.4 Exceptions:

Coprocessor unusable exception.

14.1.11 wWAIT - Enter Standby Mode

31 26 25 24 6 5
COPO Co 0 WAIT
010000 | 1 000 0000 0000 0000 0000 100000
6 1 19 6
14.1.11.1 Format:
WAIT
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14.1.11.2 Description:

TheWAIT instruction is used to put the CPU into Standby Mode. In Standby Mode, most of the internal clocks are shut dow
which freezes the pipeline and reduces power consumption. See Appendix B, “Standby Mode Operation”, for more details.

14.1.11.3 Operation:

T: if SysAD bus is idle then
Enter Standby Mode
endif

14.1.11.4 Exceptions:

Coprocessor unusable exception.
14.2 Implementation Specific Integer Instructions

The instruction listed in Table 14.2: are implementation-specific instruction used by the RM5200 integer unit

Table 14.2: RM5200 Integer Unit Instruction.

Inlsrt]rtjgt?cr)n Definition
MAD Multiply/Add
MADU Multiply/Add Unsigned
MUL Multiply

TheMUL instruction allows the RM5200 to return the multiply result directly to the register file, thereby eliminating the need
for a separate instruction to read HigLO registers. Thd/AD andMADU instructions implement an atomic multiply-accu-
mulate operation. These instructions multiply two numbers and add the product to the contedt/bfxhiegisters.

14.2.1 MAD - Multiply/Add

31 26 25 21 20 16 15 1110 65 0
Special 2 rs rt 0 0 MAD
011100 000d0 00000

6 5 5 5 5 6

14.2.1.1 Format:
MAD rs, rt

14.2.1.2 Description:

The RM5200 adds BIAD instruction (Multiply-accumulate, withll andLO as the accumulator) to the base MIPS 11l ISA.
TheMAD instruction is defined as:

HILLO < HILLO +rs *rt

The Lower 32-bits of the accumulator are stored in the lower 32-Hif®,ofrhile the upper 32-bits of the result are stored in
the lower 32-bits oHI. This is done to allow this instruction to operate compatibly in 32-bit processors.
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The actual repeat rate and latency of this operation are dependent on the size of the operands, as explained in the appendix.

14.2.1.3 Operation:

T temp « (Hizg oll LO3y o) + ((rs30)®? || rszy o) X ((rta1)®? || rtzy o)
HI — (tempgg)®? || tempgs, 32

LO « (tempgy)*” || tempgy o
14.2.1.4 Exceptions:

None

14.2.2 MADU - Multiply/Add Unsigned

31 26 25 21 20 16 15 1110 6 5 0
Special 2 rs rt 0 0 MADU
011100 00000 00000

6 5 5 5 5 6

14.2.2.1 Format:
MADU rs, rt

14.2.2.2 Description:

The RM5200 adds MIADU instruction (Multiply-accumulate-unsigned, with tHe andLO registers as the accumulator) to
the base MIPS Il ISA. ThBMADU instruction is defined as:

HILLO « HILLO +rs *rt

The Lower 32-bits of the accumulator are stored in the lower 32-Hit®,afhile the upper 32-bits of the result are stored in
the lower 32-bits oHI. This is done to allow this instruction to operate compatibly in 32-bit processors.

The actual repeat rate and latency of this operation are dependent on the size of the operands, as explained in seation Appendi
A, “Cycle Time and Latency Tables”.

14.2.2.3 Operation:

T temp « (Hizy oll LO3;.0) + (03] rs3y ) x ((0)*2 || rtzy o)

HI — (tempg3)®? || tempgs 32
LO — (tempg;)®? || tempg; o

14.2.2.4 Exceptions:

None
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14.2.3 MUL - Multiply

31 26 25 21 20 16 15 1110 6 5 0

Special 2 rs rt rd 0 MUL

011100 00000 000010
6 5 5 5 5 6

14.2.3.1 Format:
MUL rd, rs, rt

14.2.3.2 Description:

The RM5200 adds a true 3-operand (3232x32) multiply instruction to the base MIPS Il ISA, whereby rd = rs * rt. This
instruction eliminates the need to explicitly move the multiply result frorh@eegister back to a general register.

The execution time of this operation is operand size dependent, as explained in section Appendix A, “Cycle Time and Laten
Tables”.

TheHI andLO registers are undefined after executing this instruction. For 16-bit operands, the latddly &f 3 cycles,
with a repeat rate of 2 cycles. In addition, BhE&JL instruction will unconditionally slip or stall for all but 2 cycles of its
latency.

14.2.3.3 Operation:

T: Temp « 1S3 gXrt31 o

rd — (tempsy)® || tempsy o

HI « undefined
LO « undefined

14.2.3.4 Exceptions:

None

14.3 MIPS IV Instruction Set Additions

The RM5200 microprocessors execute the MIPS IV Instruction Set Architecture (ISA), a superset of the MIPS Ill ISA, and
provide backward compatibility to MIPS I, Il and Ill. The additions of these new instructions enables the MIPS ISA to com:
pete in the high-end numeric processing market which has traditionally been dominated by vector architectures.

A set of compound multiply-add instructions has been added, taking advantage of the fact that the majority of floating-point
computations use the chained multiply-add paradigm. The intermediate multiply result is rounded before the addition is per
formed.

A register + register addressing mode for floating-point loads and stores has been added which eliminates the extra integer
required in many array accesses. However, issuing of a register + register load causes a one cycle stall in the pipeline, whi
makes it useful only for compatibility with other MIPS IV implementations. Register + register addressing for integer memory
operations is not supported.

A set of four conditional move operators allows floating-point arithmetic ‘IF’ statements to be represented without branches
‘THEN’ and ‘ELSE’ clauses are computed unconditionally and the results placed in a temporary register. Conditional move
operators then transfer the temporary results to their true register. Conditional moves must be able to test both integer and
floating-point conditions in order to supply the full range of IF statements. Integer tests are performed by comparirlg a gene
register against a zero value.
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Floating-point tests are performed by examining the floating-point condition codes. Since floating-point conditional moves
test the floating-point condition code, the RM5200 microprocessors provide 8 condition codes to give the compiler increased
flexibility in scheduling the comparison and the conditional moves. Table 14.3: lists in alphabetical order the new iastruction
which comprise the MIPS IV instruction set.

Table 14.3: MIPS IV Instruction Set Additions and Extensions

Instruction Definition
BC1F Branch on FP Condition Code False
BC1T Branch on FP Condition Code True
BC1FL Branch on FP Condition Code False Likely
BC1TL Branch on FP Condition Code True Likely
C.cond.fmt (cc) Floating-Point Compare
LDXC1 Load Double Word indexed to COP1
LWXC1 Load Word indexed to COP1
MADD.fmt Floating-Point Multiply-Add
MOVF Move conditional on FP Condition Code False
MOVN Move on Register Not Equal to Zero
MOVT Move conditional on FP Condition Code True
MOVZ Move on Register Equal to Zero
MOVFE.fmt FP Move conditional on Condition Code False
MOVN.fmt FP Move on Register Not Equal to Zero
MOVT.fmt FP Move conditional on Condition Code True
MOVZ.fmt FP Move conditional on Register Equal to Zero
MSUB.fmt Floating-Point Multiply-Subtract
NMADD.fmt Floating-Point Negative Multiply-Add
NMSUB.fmt Floating-Point Negative Multiply-Subtract
PREFX! Prefetch Indexed --- Register + Register
PREF! Prefetch --- Register + Offset
RECIP.fmt Reciprocal Approximation
RSQRT.fmt Reciprocal Square Root Approximation
SDXC1 Store Double Word indexed to COP1
SWXC1 Store Word indexed to COP1

Note 1:  Prefetch is not implemented in the RM5200 microprocessors and these instruc-
tions are treated as NOPs.

14.3.1 Summary of Instruction Set Additions

The following is a brief description of the additions to the MIPS Ill instruction set. These additions comprise the MIPS IV
instruction set.

14.3.1.1 Indexed Floating-Point Load

LWXC1 - Load word indexed to Coprocessor 1.
LDXC1 - Load doubleword indexed to Coprocessor 1.

The two Index Floating-Point Load instructions are exclusive to the MIPS IV instruction set and transfer floating-point data
types from memory to the floating-point registers using register + register addressing mode. There are no indexed loads to gen-
eral registers. The contents of the general register specified by the base is added to the contents of the generalifiegister spe
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by the index to form a virtual address. The contents of the word or doubleword specified by the effective address are loade:
into the floating-point register specified in the instruction.

The region bits (63:62) of the effective address must be supplied by the base. If the addition alters these bits aneguidress e»
tion occurs. Also, if the address is not aligned, an address exception occurs.

14.3.1.2 Indexed Floating-Point Store

SWXC1 - Store word indexed to Coprocessor 1.
SDXCL1 - Store doubleword indexed to Coprocessor 1.

The two Index Floating-Point Store instructions are exclusive to the MIPS IV instruction set and transfer floating-point data
types from the floating-point registers to memory using register + register addressing mode. There are no indexed loads to ¢
eral registers. The contents of the general register specified by the base is added to the contents of the generalifiegister spe
by the index to form a virtual address. The contents of the floating-point register specified in the instruction is s®red to t
memory location specified by the effective address.

The region bits (63:62) of the effective address must be supplied by the base. If the addition alters these bits anequidress e»
tion occurs. Also, if the address is not aligned, an address exception occurs.

14.3.1.3 Prefetch

PREF - Register + offset format
PREFX - Register + register format

The two prefetch instructions are exclusive to the MIPS IV instruction set and allow the compiler to issue instructians early <
the corresponding data can be fetched and placed as close as possible to the CPU. Each instruction contains a 5ebit ‘hint’ f
which gives the coherency status of the line being prefetched. The line can be either shared, exclusive clean, or éxclusive d
The contents of the general register specified by the base is added either to the 16 bit sign-extended offset or tathie conten
the general register specified by the index to form a virtual address. This address together with the ‘hint’ field lsesent to t
cache controller and a memory access is initiated.

The region bits (63:62) of the effective address must be supplied by the base. If the addition alters these bits aneguidress e»
tion occurs. The prefetch instruction never generates TLB-related exceptiom®REf#einstruction is considered a standard
processor instruction while tHREFX instruction is considered a standard Coprocessor 1 instruction.

The RM5200 microprocessors do not implement prefetch. Therefore, the Prefetch instructions are executed as NOPs.
14.3.1.4 Branch on Floating-Point Coprocessor

BCA1T - Branch on FP condition True
BCL1F - Branch on FP condition False
BC1TL - Branch on FP condition True Likely
BC1FL - Branch on FP condition False Likely

The four branch instructions are upward compatible extensions of the Branch on Floating-point Coprocessor instructions of
the MIPS instruction set. The BC1T and BC1F instructions are extensions of MIPS |. BC1TL and BC1FL are extensions of
MIPS II. These instructions test one of eight floating-point condition codes. This encoding is downward compatible with pre
vious MIPS architectures.

The branch target address is computed from the sum of the 16-bit offset (shifted left two bits and sign-extended tod64 bits) ¢
the address of the instruction in the delay slot. If the contents of the floating-point condition code specified in ttieninstruc
are equal to the test value, the target address is branched to with a delay of one instruction. If the conditional branch is no
taken and the nullify delay bit in the instruction (bit 17) is set, the instruction in the branch delay slot is nullifieth tRefe

MIPS IV Instruction Set manual for more on the delay slot and nullify delay bit.
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14.3.1.5 Integer Conditional Moves

MOVT - Move conditional on condition code true
MOVF - Move conditional on condition code false
MOVN - Move conditional on register not equal to zero
MOVZ - Move conditional on register equal to zero

The four integer move instructions are exclusive to the MIPS IV instruction set and are used to test a condition code or a gen-
eral register and then conditionally perform an integer move. The value of the floating-point condition code specified in the
instruction by the 3-bit condition code specifier, or the value of the register indicated by the 5-bit general regiséer ispecifi
compared to zero. If the result indicates that the move should be performed, the contents of the specified sourceagister is c
ied into the specified destination register.

14.3.1.6 Floating-Point Multiply-Add

MADD - Floating-Point Multiply-Add

MSUB - Floating-Point Multiply-Subtract

NMADD - Floating-Point Negative Multiply-Add
NMSUB - Floating-Point Negative Multiply-Subtract

These four instructions are exclusive to the MIPS IV instruction set and accomplish two floating-point operations with one
instruction. Each of these four instructions performs intermediate rounding.

14.3.1.7 Floating-Point Compare

C.COND.FMT - Compare the contents of two FPU registers

The contents of the two FPU source registers specified in the instruction are interpreted and arithmetically compared. A result
is determined based on the comparison and the conditions specified in the instruction.

14.3.1.8 Floating-Point Conditional Moves

MOVT.FMT - Floating-Point Conditional Move on condition code true
MOVF.FMT - Floating-Point Conditional Move on condition code false
MOVN.FMT - Floating-Point Conditional Move on register not equal to zero
MOVZ.FMT - Floating-Point Conditional Move on register equal to zero

The four floating-point conditional move instructions are exclusive to the MIPS IV instruction set and are used to test a condi
tion code or a general register and then conditionally perform a floating-point move. The value of the floating-point condition
code specified by the 3-bit condition code specifier, or the value of the register indicated by the 5-bit general reifjister spec

is compared to zero. If the result indicates that the move should be performed, the contents of the specified sourse register i
copied into the specified destination register. All of these conditional floating-point move operations are non-arithraetic. Con
sequently, no IEEE 754 exceptions occur as a result of these instructions.

14.3.1.9 Reciprocal’s

RECIP.FMT - Reciprocal
RSQRT.FMT - Reciprocal Square Root

The reciprocal instruction performs a reciprocal on a floating-point value. The reciprocal of the value in the floating-point
source register is placed in a destination register.

The reciprocal square root instruction performs a reciprocal square root on a floating-point value. The reciprocal of the posi-
tive square root of a value in the floating-point source register is placed in a destination register.
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On the RM5200 microprocessors, RECIP andRSQRT instructions fully meet IEEE accuracy. The rounding mode for
the square-root intermediate value of B @QRT instruction is RZ (round towards zero).

On the RM5200 microprocessors, RECIP instruction has the same latency d&3lI¥ instruction, but &RSQRT is faster
than aSQRT followed by aRECIP.

Refer to Appendix A, “Cycle Time and Latency Tables”, for operation latency tables.
14.4 Load and Store Instructions

Loadand store are immediate (I-type) instructions that move data between memory and the general registers. The only
addressing mode that integer load and store instructions directly supgpaseigegister plus 16-bit signed immediate offset
Floating-point load and store instructions also support an indexed addressing, register + register, addressing mode.

14.4.1 Scheduling a Load Delay Slot

MIPS | defines delayed loads: an instruction scheduling restriction requires that an instruction immediately following a load
into registelRncannot us&nas a source register. The time between the load instruction and the time the data is available is
the “load delay slot”. If no useful instruction can be put into the load delay slot, then a null operation (assembler mnemonic
NOP) must be inserted. MIPS Il ISA removed this restriction.

In the RM5200 processors programs will execute correctly when the loaded data is used by the instruction following the log
but this may require extra real cycles. Scheduling load delay slots can be desirable, both for performance and MIPS backw
compatibility. However, the scheduling of load delay slots is not absolutely required.

14.4.2 Defining Access Types

Access typ@ndicates the size of a data item to be loaded or stored, set by the load or store instruction opcode.

Regardless of access type or byte ordering (endianness), the address given specifies the low-order byte in the addressed f
For a big-endian configuration, the low-order (rightmost) byte is the most-significant byte; for a little-endian confighetion,
low-order (rightmost) byte is the least-significant byte.

In either endianness, bit 0 is always the least-significant bit located at the rightmost bit position. Thus, bit designations a
always little-endian.

In either endianness, instruction encodings remain the same. Endianness only affects the word addressing of instructions ¢
does not affect how instructions are encoded within a word. This is true when the instructions are stored in main memory a
as well as when they are fetched into the processor. For example, the opcode will always reside in the 6 most significant (le
most) bits within each instruction word (bytes 0 and 1 of a word in big-endian mode; bytes 3 and 2 of a word in little-endian
mode).

The processor uses these four data formats:

*  a 64-bit doubleword
e a 32-bit word

e a 16-bit halfword

e a 8-bit byte

a. a. Since the RM5230 only has a 32-bit SysAD bus, it cannot issue a doubleword access. It will use two word
data cycles to transfer a doubleword.

The processor uses byte addressing for halfword, word and doubleword accesses with the following alignment restrictions:

» Halfword accesses must be aligned on an even byte boundary (0,2,4...).
» Word accesses must be aligned on a byte boundary divisible by four (0.,4,8...).
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« Doubleword accesses must be aligned on a byte boundary divisible by eight (0,8,16...).
The following special instructions are an exception to these alignment restrictions:
LWL, LWR, SWL, SWR, LDL, LDR, SDL, SDR
These instructions are used in pairs to provide addressing of misaligned words or of misaligned doublewords.
The access type, together with the three low-order bits of the address, define the bytes accessed within the addressed double-
word (shown in Table 14.4:). Only the combinations shown in Table 14.4: are permissible; other combinations cause address

error exceptions.

Table 14.4: Byte Access within a Doubleword

A T Low Order Bytes Accessed
ceess Type Address ; : - -
Mnemonic Bits Big endian Little endian

(Value)

1

Doubleword (7)
Septibyte (6)

Sextibyte (5)

Quintibyte (4)

Word (3)

Triplebyte (2)

23]
56 65
5 66 5

415 514
617]7]6]

Halfword (1)

Byte (0)

PR PP OO OO R P OO P O|IO|RPRIO|OC|OC|OC|OC|OC|lOC|ODN
Pl P OOl R P OOl P OOl O|OC|O| O] O] Ol Pl O| |l Ol O| O] O
P Ol P Ol P Ok OO O|OC|O| POl O|OC| Ol P, O|OC|O| R, O] Of O

14.5 Computational Instructions

Computational instructions can be either in register (R-type) format, in which both operands are registers, or in immediate (I-
type) format, in which one operand is a 16-bit immediate.

190 QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054
408.565.0300 408.565.0335 www.gedinc.com




RM5200™ Family, User Manual CPU Instruction Set Summary

Computationalinstructions perform the following operations on register values:

e arithmetic

* logical

o shift

e multiply
» divide

These operations fit in the following four categories of computational instructions:

e ALU Immediateinstructions

» three-Operand Register-Typestructions
» shiftinstructions

* multiply and divide instructions

14.5.1 64-bit Operations

The RM5200 microprocessors have a 64-bit architecture which supports 32-bit operands. These operands must be sign
extended. Thirty-two bit operand opcodes include all non-doubleword operations, s&A€iDgsADDU, SUB, SUBU,

ADDI, SLL, SRA, SLLV, etc. The result of operations that use incorrect sign-extended 32-bit values is unpredictable. In
addition, 32-bit data is stored sign-extended in a 64-bit register.

14.5.2 Cycle Timing for Multiply and Divide Instructions

MFHI andMFLO instructions are interlocked so that any attempt to read them before prior instructions complete delays the
execution of these instructions until the prior instructions finish.

The RM5200 have added tMUL, MAD andMADU instructions and have reduced the latencies and repeat rates of the
existing multiply instructions to substantially improve the integer multiply performance. Thddéwnstruction in the

RM5200 returns the multiply result directly to the register file and eliminates the need for a separate instruction tbliead the
LO registers (as was the case for the R5000).MA® (multiply/MADU (multiply/add unsigned) instructions on the

RM5200 implement the atomic multiply-accumulate to the content dfitheO registers. The integer multiplies latencies and
repeat rates have been reduced by one cycle for the word multiplies and by two cycles for the double word multiplies. Thes
instructions are described later in this section.

Appendix A, “Cycle Time and Latency Tables”, gives the number of processor cycles (PCycles) required to resolve an inter
lock or stall between various multiply or divide instructions.

14.5.3 Jump and Branch Instructions

Jump and brandhstructions change the control flow of a program. All jump and branch instructions occur with a delay of one
instruction: that is, the instruction immediately following the jump or branch (this is known as the instructicaeilayhsto}
always executes while the target instruction is being fetched from storage.

One exception to this rule are the branch-likely instructions. These instructions executeldlyestotinstructions only if the
branch is taken.

14.5.3.1 Overview of Jump Instructions

Subroutine calls in high-level languages are usually implemented with Jump or Jump and Link instructions, both of which al
J-type instructions. In J-type format, the 26-bit target address shifts left 2 bits and combines with the high-ordethé bits of
current program counter to form an absolute address.

Returns, dispatches, and large cross-page jumps are usually implemented with the Jump Register or Jump and Link Regis
instructions. Both are R-type instructions that take the 64-bit byte address contained in one of the general purpose register
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14.5.3.2 Overview of Branch Instructions

All branch instruction target addresses are computed by adding the address of the instruction in the delay slot toflie 16-bit
set(shifts left 2 bits and is sign-extended to 64 hits). All branches occur with a delay of one instruction.

If a conditional branch is not taken, the instruction in the delay slot is nullified.
14.5.4 Special Instructions

Specialinstructions allow the software to initiate traps; they are always R-type. Exception instructions are extensions to the
MIPS ISA.

14.5.5 Coprocessor Instructions

Coprocessoinstructions perform operations in their respective coprocessors. Coprocessor loads and stores are I-type, and
coprocessor computational instructions have coprocessor-dependent formats.

CPOinstructions perform operations specifically on the System Control Coprocessor registers to manipulate the memory man-
agement and exception handling facilities of the processor.
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Appendix A Cycle Time and Latency Tables

This Appendix lists the latency and repeat cycles for Integer and Floating Point operations, and the cycle counts for Cache
operations.

A.1 Latency Tables

Table A.1: Integer Multiply and Divide

opcove | OGRY | wateney | TR | D0
MULT/U, MAD/U 16 bit 3 2 0
32 bit 4 3 0
MUL 16 bit 3 2 1
32 bit 4 3 2
DMULT, DMULTU any 7 6 0
DIV, DIVD any 36 36 0
DDIV, DDIVU any 68 68 0
Table A.2: Floating Point Operations
Opcode Latency Repeat
fadd (sngl/dbl) 4 1
fsub (sngl/dbl) 4 1
fmult (sngl/dbl) 4/5 1/2
fmadd (sngl/dbl) 4/5 1/2
fmsub (sngl/dbl) 4/5 1/2
fdiv (sngl/dbl) 21/36 19/34
fsqrt (sngl/dbl) 21/36 19/34
frecp (sngl/dbl) 21/36 19/34
frsqgrt (sngl/dbl) 38/68 36/66
fevt.s.d 4 1
fevt.s.w 6 3
fevt.s.l 6 3
fevt.d.s 4 1
fevt.d.w 4 1
fevt.d.l 4 1
fevt.w.s 4 1
fevt.w.d 4 1
fevt.l.s 4 1
fevt.l.d 4 1
fcmp (sngl/dbl) 1 1
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Opcode Latency Repeat
fmov (sngl/dbl) 1 1
fmovc (sngl/dbl) 1 1
fabs (sngl/dbl) 1 1
fneg (sngl/dbl) 1 1
lwcl, Iwxcl 2 1
Idc1, ldxcl 2 1
swcl, swxcl 2 1
sdcl, sdxcl 2 1
mtcl, dmtcl 2 1
mfcl, dmfcl 2 1

A.2 Cycle Counts for RM5200 Cache Misses

A.2.1 Mnemonics

To describe a processor sequences that include an external access, the number of cycles taken must be calculated based on the
system response to such an access. These sequences are described with equations based on the following mnemonics:

* SYSDIV: SYStem DIVsor is defined as the number of processor cycles (pclocli&ygielockeycles and ranges from 2
to 8.

« ML: Memory latency is defined as the number of cycles the SysAD bus is driven by the external agent before the first dou-
bleword of data appears. This is the cycle count from SysAD release to first valid data.

- DD: Data Duration is defined to be the number of cycles beginning when the first doubleword of data appears on the
SysAD bus and ending when the last double word of data appears on the SysAD bus inclusive.

« {0to (SYSDIV - 1)} This pclock ta&SysClocksynchronization term is used in many of the following equations. It has a
value (number of pclock cycles) between 0 and (SYSDIV - 1) depending on the alignment of the execution unit with the
system clock.

A.2.2 Primary Data Cache Misses

Caveats to Primary Data Cache Misses:

1. All Cycle counts are in processor cycles (pclocks).

2. Data Cache misses have lower priority than write backs, external requests, and Instruction Cache misses. If the write back
buffer contains unwritten data when a dcache miss occurs, the write back buffer will be retired before the handling of the
data cache miss is begun. Instruction cache misses are given priority over data cache misses. If an instruction cache miss
occurs at the same time as a data cache miss, the instruction cache miss will be handled first. External requests will be
completed before beginning the handling of a data cache miss.

3. For all data cache misses handling of the returning cache miss data must wait for the store buffer and response buffer to
empty (if they are filled) and for dirty data (if present) to be moved from the data cache to the write back buffer. It is pos-
sible that if all of the above occur, and the data cache miss hits in the secondary cache, the first doubleword of data will
return before the data cache is available. In this case the first doubleword of data will hold in the response buffer for one o
two cycles which will add to the latency of the data cache miss.

4. In handling a data cache miss a write back may be required which will fill the write back buffer. Write backs can affect
subsequent cache misses since they will stall until the write back buffer is written back to memory.

5. All cycle counts are best case assuming no interference from the mechanisms described above.

The following equations yield the number of stall cycles for data cache misses under the specified circumstances.
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Secondary cache hit:
Number_Of _Cycles_For_DCache_Miss_Secondary_Cache_Hit=1 + {0 to (SYSDIV -1)} + (3 x SYSDIV) + 2
Secondary cache miss:

Number_Of Cycles_For_DCache_Miss_Secondary _Cache_Miss =1 + {0 to (SYSDIV - 1)} + (2 x SYSDIV) + (ML
X SYSDIV) + (1 x SYSDIV) + 2

Note: Memory Latency (ML) has a minimum of 3 cycles to allow for the secondary cache probe. The 1 at the
front of these equations is for the cycle during which the miss in the data cache took place. The 2 at the
end of these equations is for one cycle to place the data in the data cache and one cycle to move it from
the data cache to the pipeline.

A.2.3 Instruction Cache Misses

Caveats to Instruction Cache Misses

1. All cycle counts are in processor cycles (pclocks).

2. Instruction Cache misses have lower priority than write backs and external requests. If the write back buffer contains
unwritten data when an instruction cache miss occurs, the write back buffer will be retired before the handling of the
instruction cache miss is begun. External requests will be completed before beginning the handling of an instruction cac
miss.

3. All cycle counts are best case assuming no interference from the mechanisms described above.
The following equations yield the number of stall cycles for instruction cache misses under the specified circumstances.
Secondary cache hit:
Number _Of Cycles_For_ICache_Miss_Secondary Cache Hit=1 + {0 to (SYSDIV - 1)} + (6 x SYSDIV) + 3
Secondary cache miss:

Number_Of_Cycles_For_ICache_Miss_Secondary_Cache_Miss =1+ {0to (SYSDIV - 1)} + (2 x SYSDIV) + (ML
x SYSDIV) + (DD x SYSDIV) + 3

Note: Memory Latency (ML) has a minimum of 3 to allow for the secondary cache probe. The 1 at the front of
these equations is for the cycle during which the miss in the instruction cache took place

A.3 Cycle Counts for RM5200 Cache Instructions

Caveats to Cache Instructions

1. All cycle counts are in processor cycles.

2. All cache instructions have lower priority than cache misses, write backs and external requests. If the write back buffer
contains unwritten data when a cache instruction is executed, the write back buffer will be retired before the cache instr
tion is begun. If an instruction cache miss occurs at the same time as a cache instruction is executed, the instruction ca
miss will be handled first. Cache instructions are mutually exclusive with respect to data cache misses. External reque:
will be completed before beginning a cache instruction.

3. For all data cache instructions the cache instruction machine waits for the store buffer and response buffer to empty bef
beginning the cache instruction. This can add 3 cycles to any data cache instruction if there is data in the response buf
or store buffer. The response buffer contains data from the last data cache miss that has not yet been written to the da
cache. The store buffer contains delayed store data waiting to be written to the data cache.

4. Cache instructions of the form xxxx_Writeback xxxx may perform a write back which fill the write back buffer. Write
backs can affect subsequent cache instructions since they stall until the write back buffer is written back to memaory. Cac
instructions which fill the write back buffer are noted in the following tables.

5. All cycle counts are best case assuming no interference from the mechanisms described above.
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Table A.3: Primary Data Cache Operations

Code Name Number of Cycles
0 Index_Writeback_Invalidate_D 10 Cycles if the cache line is clean.
12 Cycles if the cache line is dirty. (Write back)
Index_Load_Tag_D 7 Cycles
Index_Store_Tag_D 8 Cycles
Create_Dirty Exclusive_D 10 Cycles for a cache hit.
13 Cycles for a cache miss if the cache line is clean.
15 Cycles for a cache miss if the cache line is dirty. (Writeback)
4 Hit_Invalidate_D 7 Cycles for a cache miss.
9 Cycles for a cache hit.
5 Hit_Writeback_Invalidate_D 7 Cycles for a cache miss.
12 Cycles for a cache hit if the cache line is clean.
14 Cycles for a cache hit if the cache line is dirty. (Writeback)
6 Hit_Writeback_D 7 Cycles for a cache miss.

10 Cycles for a cache hit if the cache line is clean.
14 Cycles for a cache hit if the cache line is dirty. (Writeback)

Table A.4: Primary Instruction Cache Operations

Code Name Number of Cycles

0 Index_Invalidate_| 7 Cycles.

1 Index_Load_Tag_| 7 Cycles.

2 Index_Store_Tag_| 8 Cycles.

3 NA

4 Hit_Invalidate_| 7 Cycles for a cache miss.

9 Cycles for a cache hit.

5 Fill_I This equation yields the number of processor cycles for a Fill_I cache operation:
Number_Of_Cycles_For_A_Fill_I_Cacheop =10 + {0 to (SYSDIV -
1)} + (2 x SYSDIV) + (ML x SYSDIV) + (DD x SYSDIV).

6 Hit_Writeback_| 7 Cycles for a cache miss.

20 Cycles for a cache hit. (Writeback)

Table A.5: Secondary Cache Operations

Code Name Number of Cycles
0 Flash_Invalidate_S This equation yields the number of processor cycles for a Flash_Invalidate_S
cache operation:
Number_Of_Cycles_For_Flash_Invalidate_S Cacheop = 3 + {0 to
(SYSDIV - 1)} + (1 x SYSDIV) + 3
1 Index_Load_Tag_S This equation yields the number of processor cycles for an Index_Load_Tag_S
cache operation:
Number_Of Cycles_For_Index_Load Tag_S =3+ {0to (SYSDIV -
1)} + (4 x SYSDIV) + 3
2 Index_Store_Tag_S This equation yields the number of processor cycles for an Index_Store_Tag_S
cache operation:
Number_Of_Cycles_For_Index_Store_Tag_S =3 + {0 to (SYSDIV -
1)} + (1 x SYSDIV) + 3
3 NA
NA
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Code Name Number of Cycles
5 Page_Invalidate_S This equation yields the number of processor cycles for a Page_Invalidate_S
cache operation:
Number_Of_Cycles_For_Page_Invalidate_S = 3 + {0 to (SYSDIV -
1)} + (128 x SYSDIV) + 3
6 NA
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Appendix B Standby Mode Operation

The Standby Mode operation is a means of reducing the internal core’s power consumption when the CPU is in a “standby
state. In this section, the Standby Mode operation is discussed.

B.1 Entering Standby Mode

To enter standby mode, first execute WAIT instruction. When th®/AIT instruction finishes the W pipe-stage, if the

SysAD bus is currently idle, the internal clocks will shut down, thus freezing the pipeline. The PLL, internal timer/amlinter, a
the “wake up” input pingnt[5:0]* , NMI* , ExtRqgst*, Reset*andColdReset*will continue to operate in their normal fash-
ion, and the output clockodeClock) will continue to run. If these conditions are not correct wheMAET instruction fin-
ishes the W pipe-stage (i.e., tBgsAD bus is not idle), th®VAIT is treated as HOP.

Once the processor is in standby mode, any interrupt including the internally generated timer interrupt, will cause the proce
sor to exit standby mode and resume operation where it left o\ WRi&@ instruction is typically inserted in the idle loop of
the operating system or real time executive. Figure B.1 illustrates the Standby Mode Operation.
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RM5200 I/F
_ RM5200 samples the SysAD/SysCMD/Control pins on each rising edge
of MasterClock.
SysAD
P

If Bus Activity
“Wait” i ion fini 2 Detected
Ccmd Bus When “Wait” instruction finishes the W-stage, the

< > RM5200 core will check for BUS ACTIVITY. j
—>

If Bus Activity “Wait” instruction is treated a$

5:;;5 g]sf* Not Detected a “NOP” instruction.
NMI*

Reset*

ColdReset* Once in Standby Mode , PClock will shutdown, freezing

the pipeline; however, these signals and internal blocks will
remain active:

Release* PLL ExtRgst* ModeClock
Internal Timer Int[5:0] MasterOut
WrRdy* NMI*
Reset*

RdRdy* ColdReset*
—

Validln* ‘
—>

If any of Int[5:0]*, NMI*, Reset* are asserted, or an internal
timer interrupt occurs, RM5200 will exit Standby Mode.

¢

After exiting Standby Mode , RM5200 does not sample any Control/
SysAD/SysCMD bus signals on the first rising edge of SysClock. Also,
bus activity and other internal processes will resume by using the latched
information that existed before entering standby mode.

ValidOut*

Note: During standby mode, all control signals for the CPU must be deas-
serted or put into the appropriate state, and all input signals, except
Int[5:0]*, Reset*, ColdReset* and ExtRgst*, must remain
unchanged.

Figure B.1 Standby Mode Operation
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Appendix C Instruction Hazards

C.1 Introduction

This appendix identifies the RM5200 Instruction Hazards. Certain combinations of instructions are not permitted because tl
results of executing such combinations are unpredictable in combination with some events, such as pipeline delays, cache
misses, interrupts, and exceptions.

Most hazards result from instructions modifying and reading state in different pipeline stages. Such hazards are defined
between pairs of instructions, not on a single instruction in isolation. Other hazards are associated with restartability of in
tions in the presence of exceptions.

For the following code hazards, the behavior is undefined and unpredictable.

C.1.1 List of Instruction Hazards:

* Any instruction that would modififageMaslor EntryHi or EntryLoOor EntryLolor RandomCPO Registers should not
be followed by al'LBWR instruction. There should be at least two integer instructions between the register modification
and theTLBWR instruction.

e Any instruction that would modifiPageMaslor EntryHi or EntryLoOor EntryLolor IndexCPO Registers should not be
followed by aTLBWI instruction. There should be at least two integer instructions between the register modification and
the TLBW!I instruction.

e Any instruction that would modify thedexCPO Register or the contents of the JTLB should not be followed hB&
instruction. There should be at least two integer instructions between the register modificationr&®Rhestruction.

* Any instruction that would modify theageMaskor EntryHi or CPO Registers or the contents of the JTLB should not be
followed by aTLBP instruction. There should be at least two integer instructions between the register modification and
theTLBP instruction.

e Any instruction that would modify theageMaskor EntryHi or CPO Registers or the contents of the JTLB should not be
followed by any instruction that uses the JTLB. There should be at least two integer instructions between the register m
ification and the use of the JTLB.

e Any instruction that would modify thEPC or ErrorEPC or StatusCPO Registers should not be followed byeERET
instruction. There should be at least two integer instructions between the register modificatiorEdhd Thiestruction.

* The two instructions preceding abyV, DIVU, DDIV, DDIVU, MAD, MADU, MUL, MULT, MULTU, DMULT or
DMULTU instructions should not read thi or LO registers. There should be at least two integer instructions between
the register read and the register modification.

e IfaMTLO/MTHI instruction is issued after ab/V, DIVU, DDIV, DDIVU, MAD, MADU, MUL, MULT, MULTU,
DMULT or DMULTU instructions but before amttFLO/MFHI instruction, the results of thél/LO registers is unpre-
dictable.

e If any instruction modifies th€onfig.KOfield, the kseg0 and cksegO address segments should not be used for 5 CPU
cycles. The register modification and the use of these address segments should be separated by at least 5 integer inst
tions.

» Ifthe dcache is to be locked, it is recommended that the two instructions that follow the instruction $RuRlethould
not cause a dcache miss. This dcache miss might cause a cache refill into dcache set A that the user did not expect. T
register modification and the next dcache miss should be separated by at least two integer instruction.

» Ifthe icache is to be locked, it is recommended that the four instructions that follow the instruction BRtlketkould
not cause an icache miss. This icache miss might cause a cache refill into icache set A that the user did not expect. Tt
register modification and next icache miss should be separated by at least four integer instructions. The safest way is t
run the instructions uncached. KSEG1 is always uncached. Or a page may be specified as uncached with the TLB.
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e A branch or jump instruction is not allowed to be in the delay-slot of another branch/jump instruction. This sequence is
illegal in the MIPS architecture.

An ERET instruction is not allowed to be in the delay-slot of a branch/jump instruction. This sequence is illegal in the
MIPS architecture.
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Appendix D Subblock Order

The order that data is returned in response to a processor block read respgsbisk orderingln subblock ordering, the
processor delivers the address of the requested doubleword (RM526x/RM527x) or word (RM523x) within the block. An exte
nal agent must return the block of data using subblock ordering, starting with the addressed doubleword or word. Subblock
ordering is use so that the pipeline can be restarted at the reception of required data instead of having to wait f@téhe comp
cache line. This is know as restart on critical data.

All of QED’s MIPS CPU write their data in sequential order. In sequential data movement each double word or word is han
dled in a linear sequence.

Figure D.1 shows a sequential order in which doubleword 0 is taken first and doubleword 3 is taken last.

‘DWO‘DWl‘DWZ‘DWS‘

/ \

Doubleword 0 Doubleword 3
written first written fourth
Doubleword 1 Doubleword 2
written second written third

Figure D.1 Storing a Data Block in Sequential Order

Subblock ordering allows the system to define the order in which the data elements are retrieved. The smallest data elemer
a block transfer for the RM526x and RM527x is a doubleword. Figure D.2 shows the retrieval of a block of data that consis
of 4 doublewords, in which DW?2 is taken first.

octalword
A
quadword
Order of retrieval 2 3 0 1

‘DWO ‘DWl ‘DWZ ‘DWS ‘

-

DWO DW 3

taken third taken second
DW1 DW?2
taken fourth taken first

Figure D.2 Retrieving Data in a Subblock Order

Using the subblock ordering shown in Figure D.2, the doubleword at the target address is retrieved first (DW2), followed by
the remaining doubleword (DW3) in this quadword. The subblock ordering logic generates this address by executing a bit-wi
exclusive-OR (XOR) of the starting block address with the output of a binary counter that increments with each doubleword
starting at doubleword zero (§0
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Using this scheme, Table D.1: list the subblock ordering of doublewords for 8-word blocks. The subblock ordering is gener-
ated by an XOR of the subblock address (eithgr 18, and 03) with the binary count of the doubleword §G@rough 13%).

Thus, the third doubleword retrieved from a block of data with a starting addressi®fdihd by taking the XOR of address
10, with the binary count of DW2, 30The result is 0§ or DWO.

Table D.1: Subblock Ordering Sequence (doubleword)

First Address x..x00 x..x01 X..x10 X..x11
Second Address x..x01 X..x00 X..x11 X..x10
Third Address X..x10 X..x11 X..Xx00 x..x01
Fourth Address x..x11 X..x10 x..x01 X..X00

D.1 Generating Subblock Order of Words (RM523x)

Using the same scheme, Table D.2: list the subblock ordering of words for 8-word Bh@ckubblock ordering is generated
by an XOR of the subblock address with the binary count of the word.

Therefore, the third word retrieved from a block of data with a starting address,a$ @Edermined by taking the XOR of
address 01pwith the binary count of word 2, 010The result is 00 or word 0, as shown in Table D.2:.

Table D.2: Subblock Ordering Sequence: (word)

First Address X..x000 X..x001 X..x010 X..x011 X..x100 X..x101 X..x110 X..x111
Second Address X..x001 | x..x000 | x..x011 | x..x010 | x..x101 | x..x100 | x..x111 | x..x110
Third Address X..x010 X..x011 X..x000 X..x001 X..x110 X..x111 X..x100 X..x101
Fourth Address X..x011 x..010 X.x001 | x.x000 | x.x111 | x..x110 | x..x101 | x..x100
Fifth Address X..x100 x..x101 X..x110 X..x111 X..x000 X..x001 x..x010 x..x011
Sixth Address x.x101 | x.x100 | x..x111 | x..x110 | x..x001 | x..x000 | x..x011 | x..x010
Seventh Address X..x110 x..x111 X..x100 X..x101 X..x010 X..x011 X..X000 X..x001
Eight Address X.x111 | x.x110 | x.x101 | x..x100 | x..x011 | x..x010 | x..x001 | x..x000
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Appendix E PLL Analog Power Filtering

The Phase Lock Loop circuit requires several passive components for proper operation. The recommended configuration
shown in Figure E.1. It is also recommended that the smallest capacitor be placed the closest to the chip package as depic

For the RM52x0 devices, Board Vcc in Figure E.1 should be VcclO (3.3 volts). For the RM52x1 devices, Board Vcc in Figur
E.1 should be Vcclint (2.5 volts).

Board

Vee Vcelnt
5 ohm
J_ VccP

VssP

10 yF—= 0.1 pF

5 ohm%
Board

Vss

1nF

—
_|

Vss

Figure E.1 PLL Filter Circuit
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Appendix F JTAG Interface

The RM5200 processor implements JTAG boundary scan to facilitate board testing. The JTAG interface is fully compliant wit
the IEEE 1149.1 standard and supports the following mandatory boundary scan instructions: BYPASS, EXTEST, and SAM
PLE/PRELOAD.

After power is applied to the part, internal power-on-reset logic resets the JTAG function and the function remains reset unt
JTMS is asserted an#iTCK is running.

The normal reset sequence, which involves the assertidasat* ColdReset* andVCCOk, does not initialize the JTAG
function. This is in compliance with the IEEE 1149.1 standard which does not allow a device reset to initialize the JTAG logi

The BSDL files for each processor type can be downloaded at:

http://www.gedinc.com.
F.1 Test Data Registers

The RM5200 processor test logic contains three registers; Bypass, Boundary Scan, and Instruction.

F.1.1 Bypass Register

The bypass register is a one-bit shift register that provides a connection between the TestiDBig anfl Test Data Out

(JTDO) pins when no other test data registers are selected. The Bypass register allows for the rapid movement of test date
and from other board components without affecting the normal operation of these components. When using the Bypass rec
ter, data is transferred without inversion fr@ifDI to JTDO.

F.1.2 Boundary Scan Register

The Boundary Scan register is a single shift-register containing cells which connect to all of the input and output pins of the
RM5200 processor. This register allows for the testing of board interconnections to detect defects such as opens circuits al
short circuits. Figure F.1 shows the logical structure of the Boundary Scan register.

Input cells only capture data and do not affect processor operation. Data is transferred without inversioDIfrand TDO
through the Boundary Scan register during scanning. The Boundary Scan register is operated using the EXTEST and SAN
PLE /PRELOAD instructions.
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B/S 110
~Cell Pin

A
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<

B/S
Input B B/S R ~Cell
Pin Cel

A . Device Logic *
B/S 3-State
Cell Pin
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vy

A

B/S
—». Cell

JTDI JTAG Control JTDO

T

JTMS  JTCK

Figure F.1 JTAG Boundary Scan Cell Organization

F.1.3 Instruction Register

The Instruction register selects the boundary scan test to be performed and the test data register to be accessedoithe Instruct
register is three bits wide. The execution of the boundary scan instructions is controlled by the Test Access Port (TAP) contro
ler. Refer to section F.3 for more information on the TAP controller and its states.

Table F.1: shows the encoding of the instructions supported by the RM5200.

Table F.1: JTAG Instruction Register Encoding

Instruction Code Instruction
000 EXTEST
001-101 Reserved
110 SAMPLE/PRELOAD
111 BYPASS

F.2 Boundary Scan Instructions

The RM5200 processor supports three instructions; EXTEST, SAMPLE/PRELOAD, and BYPASS. These instructions are
encoded in the instruction register as shown in section F.1.3. The following subsections describe these instructions in more
detail.

F.2.1 EXTEST

The EXTEST instruction selects the boundary scan cells to be connected b&Ef®¢emdJTDO. Execution of the

EXTEST instruction causes the output boundary scan cells to drive the output pins of the RM5200 processor. Values scanned
into the register become the output values. The input boundary scan cells sample the input pins of the RM5200 processor. Bidi-
rectional pins can be either inputs or outputs depending on their control setting.
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The EXTEST instruction uses the following TAP controller states. Refer to section F.3 for more information on the TAP con
troller:

 The RM5200 outputs the preloaded data to the pins at the falling ed@€léf in theUpdate_ IRTAP controller state.
The JTAG instruction register is updated with the EXTEST instruction.

» The EXTEST instruction selects the cells to be tested iShife DRTAP controller state.

e Once the EXTEST instruction has been executed, the output pins can change state on the fallinty €dgénathe
Update_DRTAP controller state.

After execution of the EXTEST instruction, the RM5200 processor must be reset.

F.2.2 SAMPLE/PRELOAD

The SAMPLE/PRELOAD instruction is used to sample the state of the device pins. Execution of the SAMPLE/PRELOAD
instruction causes the output boundary scan cells to sample the value driven by the RM5200 processor. Input boundary sc
cells sample their corresponding input pins on the rising ed&QK . 1/0 pins can be driven by either the RM5200 proces-

sor or external logic. The values shifted to the input latches are not used by internal logic.

The SAMPLE/PRELOAD instruction uses the following TAP controller states:

« The SAMPLE/PRELOAD instruction selects the cells to be tested iBhlie DRTAP controller state.
e The state of the pins to be tested are sampled on the rising etigekofin theCapture DRTAP controller state.

* The boundary scan cells are latched into the output latches on the falling dd@@¥oin theUpdate_DRTAP controller
state.

This instruction can also be used to preload the boundary scan output cells with specific values. These preloaded values a
then enabled to the output pins using the EXTEST instruction.

F.2.3 BYPASS

The BYPASS instruction is used to bypass a component that is connected in series with other components. This allows for
rapid movement of data through the various components on the board by bypassing those that do not need to be tested. T
BYPASS instruction is forced onto the instruction register output latches duriigshd ogic Resetate. When the

BYPASS instruction is executed, test data is passedJiiddh to JTDO via the single-biBypassegister, effectively bypass-

ing the RM5200 processor.

This instruction can be entered by holdifigdl at a HIGH logic level while completing an instruction scan cycle. This allows
for easier access to a specific device on a multi-device board.

F.3 TAP Controller

The Test Access Port (TAP) controller is a synchronous state machine that controls the test logic sequence of operations.
TAP controller changes state on the rising edg&r@K , and during power-up.

The value of the Test Mode SeledTMS) signal on the rising edge of JTCK controls the state transitions of the TAP control-
ler state machine. Figure F.2 shows a diagram of the TAP controller state machine.
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Select_ DR Scan

0

Figure F.2 TAP Controller State Diagram
F.3.1 Test-Logic-Reset State

In theTest-Logic-Resedtate the boundary scan test logic is disabled, allowing normal operation of the RM5200 processor to
continue. The test logic enters fhest-Logic-Resedtate when thdTMS input is held HIGH for at least five rising edges of
JTCK. The BYPASS instruction is forced into the instruction register output latches during this state. The controller remains
in the Test-Logic-Reseadtate as long asTMS is HIGH.

If the controller transitions from theest-Logic-Resedtate as a result of an erroneous low signdlfdiS (for one rising edge

of JTCK), the controller returns to thkest-Logic-Resedtate ifJTMS becomes HIGH for three rising edges]®fCK . The

operation of the test logic is such that, should the above condition occur, no disturbance is caused to the on-chipsystem logi
When the state machine transitions fromTast-LogicResettate to th&kun-Test/Idlestate, no action is taken because the
current instruction has been set to select operation &ypassegister. The test logic is also inactive in 8eect_DRand
Select_IRcontroller states.

F.3.2 Run-Test/ldle State

The controller enters tHeun-Test/Idlestate between scan operations. The controller remains in this state asJoMfSais
held LOW. The instruction register and all test data registers retain their previous state. The instruction cannot chtémegge when
TAP controller is in this state.

When JTMS is sampled HIGH at the rising edgéTEK , the controller transitions to tigelect DFRstate.

F.3.3 Select DR_Scan State

This is a temporary controller state in which all test data registers selected by the current instruction retain theistateviou
If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to tigapture_DRstate. A HIGH ordTMS
causes the controller to transition to 8elect_IRstate. The instruction cannot change while the TAP controller is in this state.
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F.3.4 Select IR_Scan State

This is a temporary controller state in which all test data registers selected by the current instruction retain theistateviou
If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to tl@apture IRstate. A HIGH o TMS
causes the controller to transition to Test-Reset-Logistate. The instruction cannot change while the TAP controller is in
this state.

F.3.5 Capture_DR State

In this state the boundary scan register captures input pin data is the current instruction is either EXTEST of SAMPLE/PRI
LOAD. If JTMS is sampled LOW at the rising edgeJdfCK, the controller transitions to tt&hift DRstate. A HIGH on

JTMS causes the controller to transition to Ehétl DRstate. The instruction cannot change while the TAP controller is in

this state.

F.3.6 Shift_DR State

In this state the test data register connected betd#@handJTDO as a result of the current instruction shifts data one stage
toward its serial output on the rising edgeJ®CK . If JTMS is sampled LOW at the rising edgeJdfCK , the controller
remains in th&hift DRstate. A HIGH od TMS causes the controller to transition to Ehetl DRstate. The instruction can-
not change while the TAP controller is in this state.

F.3.7 Exitl_DR State

This is a temporary controller state in which all test data registers selected by the current instruction retain theistateviou
If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to thiRause DFRstate. A HIGH ol TMS
causes the controller to transition to thedate DRstate which terminates the scanning process. The instruction cannot
change while the TAP controller is in this state.

F.3.8 Pause DR State

The Pause_DR state allows the controller to temporarily halt the shifting of data through the test data register ipétle serial
betweenJTDI andJTDO. All test data registers selected by the current instruction retain their previous StBtéSIfs sam-

pled LOW at the rising edge dTCK, the controller remains in tiause_DRstate. A HIGH o TMS causes the controller

to transition to the ExitZDR state. The instruction cannot change while the TAP controller is in this state.

F.3.9 Exit2_DR State

This is a temporary controller state in which all test data registers selected by the current instruction retain theistateviou
If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to ttghift DRstate to allow another serial
shift of data. A HIGH odTMS causes the controller to transition to tygdate DRstate which terminates the scanning pro-
cess. The instruction cannot change while the TAP controller is in this state.

F.3.10 Update DR State

The boundary scan register includes a latched parallel output to prevent changes at the parallel output while data is shifte
response to the EXTEST and SAMPLE/PRELOAD instructions. When the TAP controller is in this state and the boundary
scan register is selected, data is latched into the parallel output of this register from the shift-register path og ¢ldgdadiin
JTCK. Data held at this latched parallel output only changes during this state.

If JTMS is sampled LOW at the rising edgeJdfCK, the controller transitions to tlun-Test/Idlestate. A HIGH ord TMS
causes the controller to transition to 8elect DR_Scastate. The instruction cannot change while the TAP controller is in
this state and all shift register stages in the test data registers selected by the current instruction retain thebapeevious s
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F.3.11 Capture_IR State

In this state the shift register contained in the instruction register loads a fixed pattern (001) on the risingjTéti§e bife
test data registers selected by the current instruction retain their previous state.

If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to ttghift_IRstate. A HIGH ordTMS
causes the controller to transition to Eratl_IRstate. The instruction cannot change while the TAP controller is in this state.

F.3.12 Shift_IR State

In this state the test data register connected betd#@handJTDO as a result of the current instruction shifts data one stage
toward its serial output on the rising edgeJ®CK . If JTMS is sampled LOW at the rising edgeJdfCK , the controller
remains in th&hift_IRstate. A HIGH old TMS causes the controller to transition to Ehétl |IRstate. The instruction cannot
change while the TAP controller is in this state.

F.3.13 Exitl_IR State

This is a temporary controller state in which all test data registers selected by the current instruction retain theistateviou

If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to thRause_IRstate. A HIGH oldTMS

causes the controller to transition to ygdate _IRstate which terminates the scanning process. The instruction cannot change
while the TAP controller is in this state and the instruction register retains its previous state.

F.3.14 Pause IR State

The Pause_DR state allows the controller to temporarily halt the shifting of data through the test data register ip#tle serial
betweenJTDI andJTDO. All test data registers selected by the current instruction retain their previous StEMSIfs sam-

pled LOW at the rising edge 8T CK, the controller remains in the Pause_IR state. A HIGBIT&S causes the controller to
transition to the Exit2_IR state. The instruction cannot change while the TAP controller is in this state.

F3.15 Exit2_IR State

This is a temporary controller state in which all test data registers selected by the current instruction retain theistateviou
If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to tfghift_IRstate to allow another serial
shift of data. A HIGH odTMS causes the controller to transition to tgdate IRstate which terminates the scanning pro-
cess. The instruction cannot change while the TAP controller is in this state.

F.3.16 Update_ IR State

The instruction shifted into the instruction register is latched onto the parallel output from the shift register pdtiliong the
edge ofJTCK. Once the instruction has been latched it becomes the new instruction.

If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to tlun-Test/Idlestate. A HIGH ord TMS
causes the controller to transition to B8elect IR_Scastate.

F.4 TAP Controller Initialization

In the RM5200, the TAP controller is initialized during power-on reset. The TAP controller can be initialized by driving the
JTMS input HIGH for at least fivd TCK periods. This places the TAP controller in Tiest_Logic Resastate. The RM5200
does not support the JTAGRST* signal.

F.5 Boundary Scan Signals

The RM5200 supports those signals listed in Table F.2:. The Test-RB&IY) input is not supported. TREMS input
must be used to initialize the TAP controller.
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JTAG Interface

Table F.2: JTAG Boundary Scan Signals

Pin Name | Pin Type Internal Weak Pull-up IEEE 1149.1 Function
JTDI Input Yes Serial scan input
JTDO Output No Serial scan output
JTMS Input Yes Test Mode select
JTCK Input Yes JTAG Scan Clock
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