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Document Changes

Listed below are the major changes to the material.

1.

Changed Section 5, “Memory Management Unit” include a description of the options for either a 48 even/odd entry JTL
or a 64 even/odd entry JTLB.

Changed section 5.4.2.8 on page 45 for a modification to include the CLK status bit for the clock multiplier state.
Changed Table 10.2: on page 113 to include the mode bit description for the JTLB size options.

Changed section 7.7, “Cache Maintenance” on page 92 to reflect the additional use of the “hint” field of the PREF instrt
tion.

Changed Table 17.3:, “PerfControl Register Fields,” on page 244 for the new types of events supported.

Added section 10.4.1, “Processor Revision Identifier (PRId) Register (Set 0, Register 15)” on page 115 to this chapter
Added section 10.4.2, “Config Register (Set 0, Register 16)” on page 115 to this chapter

Added section 10.4.3, “Status Register (Set 0, Register 12)” on page 117 to this chapter

Added section 10.4.4, “Info Register (Set 0, Register 7)” on page 120 to describe the new Info register.

. Added section 13.2.6, “Info Register (Set 0, Register 7)” on page 187 to describe the new Info register.
. Added Info Register row to Table A.1: on page 271.

. Added Appendix F on page 291 to describe enhanced features for revision 2 silicon.

. Added Table 18.5: on page 269 to describe theRR&F instruction features.
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Section 1 Introduction

The QED RM7000 is a highly integrated superscalar microprocessor capable of issuing two instructions per clock cycle. It h
two 64-bit integer units and a fully-pipelined 64-bit floating-point unit. The RM7000 contains separate 16 Kbyte, 4-way set
associative primary instruction and data caches, as well as a 256 Khyte 4-way set associative unified secondary cache. Th
RM7000 implements a non-blocking caching scheme, supports cache locking on a per-line basis for both the primary and ¢
ondary caches, and provides an R5000-compatible dedicated tertiary cache interface.

Extenal Cache Controller

On-chip 256K Byte Secondary Cache, 4-way Set Associative
Secondary Tags Secondary Tags 1T Secondary Tags Secondary Tags
Set A SetB Set C Set D
Primary Data Cache DTag ITag Primary Instruction Cache
4-way Set Associative DTLB ITLB 4-way Set Associative

T? = > = > <4 L = > fT
A/D Bus
? = > Pad Bus A
| /

A
’_u—‘ it 40 g
Store Buffer
JL[] | Pad Buffer | | Prefetch Buffer |
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| == | Address Buffer | Instruction Dispatch Unit
Read Buffer TT | F Pipe Register |
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[ D Bus ]
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Floating-Point Joint TLB Load Aligner
Load/Align _ A DVA - -
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Multiplier Array Program Counter PLL/CIocksI Int Mult, Div, Madd

Figure 1.1 RM7000 Block Diagram
Figure 1.1 shows a block diagram of the RM7000 processor. The outlined blocks are abbreviated as follows:

» DCache - Primary Data Cache

e |ICache - Primary Instruction Cache
e SCache - Secondary Cache

e BIU - Bus Interface Unit

e SSD - Superscaler Dispatch Unit

e FPU - Floating-Point Unit
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e MMU - Memory Management Unit
* |U - Integer Unit

A non-pendant bus mode allows for multiple outstanding bus transactions that can be completed out-of-order. An enhanced
interrupt handling mechanism allows for the addition of four interrupt pins as well as three new interrupt control and priority
registers.

A second set of thirty-two CPO registers (CP0O_Set 1) has been added to accommodate the enhanced interrupt handling mecha-
nism and additional error-reporting registers. Three new interrupt registers reside in this second set of CPO registees, which
accessed through tigFC0 andCTCO instructions.

Some of the features of the RM7000 are listed below and are explained further in the following subsections.

» Dual-Issue Superscalar Dispatch Unit with Multiple Instruction Pipelines
e Large On-chip Secondary Cache

* Non-Blocking Caches

» Cache Locking on a Per-Line Basis

» Dedicated Tertiary Cache Interface

* Enhanced Interrupt Handling Mechanism

» Data Prefetch Support

e Out-of-Order Memory Cycle Completion

» Extended CPO Addressing

e Test and Debug Support

1.1 Superscalar Dispatch with Multiple Instruction Pipelines

The superscalar dispatch unit can issue up to two instructions per clock cycle. Instructions are divided into four efasses: int
ger, load/store, branch, and floating-point. The superscalar dispatch unit contains two logical pipelines called the M-pipe
(memory) and the F-pipe (function). The F-pipe handles branch operations and simple ALU operations such as add and shift,
as well as integer multiply and divide. The M-pipe can handle both simple ALU operations as well as memory load/store oper-
ations. Refer to Section 3, “Superscalar Issue Mechanfemfore information on the superscalar issue mechanism.

1.2 On-Chip Secondary Cache

In addition to separate 16 Kbyte primary instruction and data caches, the RM7000 contains a 256 Kbyte unified secondary
cache. Integration of the secondary cache allows the RM7000 enhanced flexibility in cache organization and management pol-
icies and decreases the primary cache miss latency time compared to an off-chip secondary cache implementation.

The secondary cache data bus is 64-bits wide and matches that of the primary caches and system bus interface. The secondary
cache tag RAM contains a 20-bit physical address, a 3-bit cache state field, and two parity bits.

The secondary cache is only accessed after a primary cache miss. A new secondary cache write protocol allows both the sec-
ondary and tertiary caches to be bypassed.

Refer to Section 7, “Cache Organization and Operation”, for more information on cache organization and operation.
1.3 Non-Blocking Caches

In a typical blocking cache architecture, the processor executes out of the primary caches until a cache miss occurs, at which
time the processor stalls until the miss is resolved.

The primary and secondary caches of the RM7000 are non-blocking. A non-blocking cache allows for subsequent cache
accesses even though a cache miss has occurred. The RM7000 supports two outstanding cache misses. The processor only
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stalls if it either encounters a third cache access which might miss before either one of the previous cache misses has corr
pleted, or if a subsequent instruction required data from either one of the instructions that caused the cache miss.

Refer to Section 7, “Cache Organization and Operation”, for more information on cache organization and operation.
1.4 Cache Locking

The primary and secondary caches support cache locking. This mechanism allows the user to lock critical code or data se
ments in the cache on a per-line basis by setting the appropriate cache lock enable bits iE @& 1@§8ter. Two of the four
sets can be locked within each cache.

Refer to Section 7, “Cache Organization and Operation”, for more information on cache organization and operation.
1.5 Tertiary Cache Interface

The RM7000 contains an R5000-compatible tertiary cache interface with dedicated control signals. The address and data ir
face for the tertiary cache uses SysAD bus. The tertiary cache is direct mapped and implements a block write-through
scheme. The tertiary cache supports 512 Kbyte, 1 Mbyte, 2 Mbyte, 4 Mbyte, and 8 Mbyte sizes.

Refer to Section 7, “Cache Organization and Operation”, for more information on cache organization and operation.
1.6 Non-Pendant System Bus

The new RM7000 non-pendant bus mode allows for the reduction of external memory latency by supporting two outstandir
bus transactions simultaneously. Non-pendant bus mode works best when the memory array is banked and pipelined, allow
for these multiple memory references to be serviced simultaneously. If the array is neither banked nor pipelined, there is nc
benefit to using the RM7000 in non-pendant bus mode.

The RM7000 supports the out-of-order completion of external memory transactions. The external memory controller deter-
mines whether the two outstanding cycles are completed out-of-order and asserts a dedicated RM7000 input signal to indic
the order of response.

Refer to Section 8, “Processor Bus Interface”, for more information on the RM7000 bus interface.
1.7 Enhanced Interrupt Handling

The RM7000 provides extended interrupt support over previous generations of MIPS processors. The number of physical
interrupts has been expanded from six to ten. In addition, each interrupt can be separately prioritized and vectored via thre
new interrupt registers added to CPO. Interrupt vector spacing is controlled througleithugt Controlregister. Six different
spacings are supported. Two other registers are used to support interrupt priority. The priorities can be set in anyamanner r
tive to each other, and each interrupt can be assigned a priority level between one and sixteen.

The interrupt registers are accessed througl€#@0 andCTCO instructions. Refer to Section 14, “Interrupts”, for more
information on interrupts.

1.8 Data Prefetch Support

The RM7000 processor supports data prefetching via the IFE- andPREFX instructions. Prefetching of data is a tech-
nigue whereby the processor can request a block of data prior to the time it is actually needed. These instructions are usec
the compiler or assembly language programmer when it is known that an upcoming data reference is likely to miss in the
cache.
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Execution of thd°PREF instruction for integer operations, or tRREFX instruction for floating-point operations, at the
appropriate place in the code stream causes the RM7000 to initiate a memory transaction without stalling the processor. The
requested block of data is then fetched and placed in the data cache.

The PREF andPREFX instructions behave as special load instructions that cannot generate an address error nor a TLB
exception. Refer to the MIPS IV Instruction Set Manual as well as section 7.8.6, “Using the Prefetch Instructions” on page 94,
for more information on these instructions.

1.9 Extended CPO Addressing

The MIPS architecture provides enough address space for 32 coprocessor 0 (CPO0) registers. To accommodate the enhanced
interrupt handling mechanism on the RM7000, 32 additional registers have been added. The original 32 registers are defined as
Set 0, and the second 32 registers are defined as Set 1. Of the second set of 32 registers, five are lreed it Bentrol

(INTCTD), Interrupt Priority Level Lo(IPLLo), Interrupt Priority Level Hi(IPLHi), Data Error Address 1DErrAddrl), and

Data Error Address ZDErrAddr2) registers. The remaining registers are reserved for future use. The three new interrupt con-
trol and two new error registers are accessed usin@T® andCFCO instructions. Refer to Section 12, “System Interface
Protocol”, for more information.

1.10 Test and Debug Support

To enhance hardware and software control over the processor during debug, the RM7000 include®\atghnegisters.

Each register can be separately enabled to watch for a load address, a store address, or an instruction address. Address compar
ison can be done on either a single address or range of addresses. An address matcWadchitbgister results in an excep-

tion.

TheWatchregisters can also be used for additional address protection. Address ranges smaller than one page can be protected
against modification by store instructions.

In addition to théVatchregisters, the RM7000 contains a performance counter implemented using two new CPO registers. One
register is a 32-bit writable up counter, and the other is a 32-bit register containing a five-bit field that can seléweoie of

two event types that can be counted by the counter. When bit 31 of counter is set, the performance counter generates an inter-
rupt.

An alternative use for the performance counter is as either a second timer or a watchdog timer. A watchdog interrupt can be
used as an aid when the system of software “hangs”. Typically software periodically updates the count so that interrupts do not
occur. When a “hang” event occurs the interrupt triggers, thereby resolving the “hang” condition. Refer to Section 17, “Debug
and Test”, for more information.
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Section 2 Processor Pipeline

The RM7000 processor incorporates a five-stage instruction pipeline for both the M-pipe (memory) and the F-pipe (function
The RM7000 can execute two instructions per clock depending on the instruction type. Refer to Section 3, “Superscalar Iss
Mechanism?”, for a listing of the instruction issue rules. A separate seven stage pipeline handles floating-point opegations. T
floating point pipeline is completely transparent to the user. The RM7000 performs virtual to physical address translation in
parallel with the cache access.

Each stage takes one PCycle (one cycle of PClock, which runs at a multiple of the freq®yrss§iadk). Thus, the execu-
tion of each instruction takes at least five PCycles. An instruction can take longer to complete depending on the lbeation of t
requested data. For example, if the data is not in the cache, the data must be retrieved from main memory.

Once the pipeline has been filled, ten instructions can be executed simultaneously.

Instruction

10 [11] 21 [1R[2R[1A[2A]1D]2D [1W[2wW

11 [11] 21 [1R[2R[1A[2A1D[2D [1W[2W

12 11 | 21 [1R[2R[1A[2A]1D 2D [1W]2w]

13 11| 21 [1R[2R]1A|2A[1D] 2D [1W]2wW|

14 11| 21 |1R|2R|1A[2A|1D|2D|1W|2W

15 11| 21 [1R|2R|1A[2A[1D [ 2D [1W]2W

16 11] 21 [1R[2R[1A]2A[1D] 2D [1W[2wW

17 11| 21 [1R[2R[1A[2A[1D] 2D [1w[2w

18 11] 21 [1R[2R]1A]2A[1D]2D [1W[2wW

19 11| 21 [1R[2R[1A[2A[1D 2D [1W[2w
One
Cycle

Figure 2.1 Instruction Pipeline Stages

Figure 2.1 shows the five stages of the instruction pipeline. As shown in the gray area, up to ten instructions can pe execut
simultaneously. Factors such as the out-of-order completion of loads and stores, and long-latency floating point operations ¢
affect the number of instructions in the pipeline at any given time. Instruction dependencies, resource conflicts, and branch
can result in some of the instruction slots being occupied®¥ys.

2.1 Instruction Pipeline Stages

e 1l - Instruction Fetch, Phase One
e 2l - Instruction Fetch, Phase Two
e 1R - Register Fetch, Phase One
* 2R - Register Fetch, Phase Two
e 1A - Execution, Phase One

« 2A - Execution, Phase Two

e 1D - Data Fetch, Phase One

QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054 5
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2D - Data Fetch, Phase Two
« 1W - Write Back, Phase One
e 2W - Write Back, Phase Two

2.1.1 1l - Instruction Fetch, Phase One

During the 11 phase, the following occurs:

* Branch logic selects an instruction address and the instruction cache fetch begins.
e The instruction translation lookaside buffer (ITLB) begins the virtual-to-physical address translation.

2.1.2 2l - Instruction Fetch, Phase Two

The instruction cache fetch and the virtual-to-physical address translation continues.
2.1.3 1R - Register Fetch, Phase One

During the 1R phase, the following occurs:

* The instruction cache fetch is completed.
» The instruction cache tag is checked against the page frame number obtained from the ITLB.

2.1.4 2R - Register Fetch, Phase Two

During the 2R phase, one of the following occurs:

» The instruction is decoded.
* Any required operands are fetched from the register file.
« Determine whether the instruction is issued or delayed depending on interlock conditions.

2.1.5 1A - Execution - Phase One

During the 1A phase, one of the following occurs:

» Calculate branch address (if applicable).

« Any result from the A or D stages is bypassed.

» The ALU starts an integer operation.

e The ALU calculates the data virtual address for load and store instructions.
* The ALU determines whether the branch condition is true.

2.1.6 2A - Execution - Phase Two

During the 2A phase, one of the following occurs:

* The integer operation begun in the 1A phase completes.

+ Data cache address decode.

» Store data is shifted to the specified byte positions.

» The DTLB begins the data virtual-to-physical address translation.

2.1.7 1D - Data Fetch, Phase One

During the 1D phase, one of the following occurs:

* The DTLB data address translation completes.
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e The JTLB virtual-to-physical address translation begins.
» Data cache access begins.

2.1.8 2D - Data Fetch - Phase Two

* The data cache access completes. Data is shifted down and extended.
* The JTLB address translation completes.
e The data cache tag is checked against the PFN from the DTLB or JTLB for any data cache access.

2.1.9 1W - Write Back, Phase One

» This phase is used internally by the processor to resolve all exceptions in preparation for the register write.

2.1.10 2W - Write Back, Phase Two

For register-to-register and load instructions, the result is written back to the register file.

For register-to-register instructions, the instruction result is written back to the register file during the WB stage. Branch
instructions perform no operation during this stage.

O A S A N A W A
Phase [ [ 21 [ 1R [ 2R [ 1A [ 2A ]| 1D | 20 | 1w | 2w ]
[IcD | ICA ]

IFetch  [(TLBM [ ITLBR | _ITC

and RF

Decode IDEC
[ALU EX1 | EX2 [ WB |
Load/Store DVA | DCAD | DCAA | DCLA

JTLB1 [ JTLB2
DTLBM|DTLBR| DTC WB
SA DCW

[Branch | BAC

ICD Instruction cache address decode ICA Instruction cache array access
ITLBM Instruction address translation ITLBR Instruction address translation read

match

ITC Instruction tag check RF Register operand fetch

IDEC Instruction decode EX1 Execute operation - phase 1

EX2 Execute operation - phase two WB Write back to register file

DVA Data virtual address calculation DCAD Data cache address decode

DCAA Data cache array access DCLA Data cache load align

JTLB1 JTLB address translation - phase 1 JTLB2 JTLB address translation - phase 2
DTLBM Data address translation match DTLBR Data address translation read

DTC Data tag check SA Store align

DCW  Data cache write BAC Branch address calculation

Figure 2.2 shows the activities occurring during each ALU pipeline stage for load, store, and branch instructions.

Figure 2.2 CPU Pipeline Activities
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2.2 Branch Delay

The CPU pipeline has a one-cycle branch delay and a one-cycle load delay. The one-cycle branch delay is a result of the
branch comparison logic operating during the 1A pipeline stage of the branch. This allows the branch target address calculated
in the previous stage to be used for the instruction access in the following 1l phase. Figure 2.3 illustrates the briorch delay
one pipeline.

’ One ’ One ’ One ’ One ‘ One ’

Cycle | Cycle | Cycle | Cycle | Cycle
| 11| 21[1R|2R][1A]2A]1D] 2D |1W[2W]
* *%

11| 21 iR[2R[1A]2A[1D[2D |1W]2W]|

A

1
Branc
Delay
* Branch and fall-through address calculated
**  Address selection made

21 [1R[2R|1A[2A[1D|2D[1W|2W|

Figure 2.3 CPU Pipeline Branch Delay
2.3 Load Delay

The completion of a load at the end of the 2D pipeline stage produces an operand that is available for the 1A pipeline phase of
the subsequent instruction following the load delay slot. Figure 2.4 shows the load delay of two pipeline stages.

One | One | One | One | One
‘ Cycle ‘ Cycle ’ Cycle ’ Cycle ’ Cycle ‘

| 1] 21]1R|2R][1A]2A]1D]2D|1W]2W]

| 1] 21 [1R]|2R[1A |22 |1D|2D [1W[2W]|

| 11| 21 [1R]|2R|1A|2A[1D | 2D [1W[2W|
Load
‘ DeIay‘

Figure 2.4 CPU Pipeline Load Delay
2.4 Interlock and Exception Handling

Smooth pipeline flow is interrupted when cache misses or exceptions occur, or when data dependencies are detected. Interrup-
tions handled using hardware, such as cache misses, are referredddaks,while those that are handled using software

are callecexceptions

There are two types of interlocks:

« Stalls, which are resolved by halting the pipeline.
« Slips, which requires one part of the pipeline to advance while another part of the pipeline is held static.

At each cycle, exception and interlock conditions are checked for all active instructions.
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Because each exception or interlock condition corresponds to a particular pipeline stage, a condition can be traced back to
particular instruction in the exception/interlock stage. For instance, a Reserved Instruction (RI) exception is raiseet in the e

cution (A) stage.

Table 2.1: Relationship of Pipeline Stage to Interlock Condition

Pipeline Stage
State
| R A D W
MULS DCM
Stall
LL CPE
DTLBM CacheOP
ExtReq
Excpt
Slip IT™ ICM
Interlock
MDBusy
FCBusy
Sync
ITLB IBE RI DBE
IPErr CUn Reset
IWatch BP DPErr
) SC OVF
Exceptions
DTLB FPE
TLBMod DWatch
NMI Trap
Intr
QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054 9
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Table 2.2: Pipeline Exceptions

Exception Description
ITLB Instruction Translation or Address Exception
Intr External Interrupt
IBE IBus Error
RI Reserved Instruction
BP Breakpoint
SC System Call
CUn Coprocessor Unusable
IPErr Instruction Parity Error
OVF Integer Overflow
FPE FP Exception
DTLB Data Translation or Address Exception
TLBMod TLB Modified
DBE Data Bus Error
DPErr Data Parity Error
NMI Non-maskable Interrupt
Trap Trap
IWatch Instruction Watch
DWatch Data Watch
Reset Reset

Table 2.3: Pipeline Interlocks

Interlock Description
IT™M Instruction TLB Miss
ICM Instruction Cache Miss
CPE Coprocessor Possible Exception
DCM Data Cache Miss
Interlock register src-dest & dest-dest Interlocks
MDBusy Multiply/Divide Busy
MULS Multiplier stall
Sync Memory Synchronization
LL Load Linked Instruction
CacheOP Cache Instruction
DTLBM Data TLB Miss
WBFull Write Buffer Full
ExtReq External Interface Request
Excpt Exception Synchronization
FCBusy FP Busy

2.4.1 Exception Conditions

When an exception condition occurs, the relevant instruction and all those that follow it in the pipeline are cancelled. Accord
ingly, any stall conditions and any later exception conditions that may have referenced this instruction are inhibitedpthere i
benefit in servicing stalls for a cancelled instruction. When this instruction reaches the W stage, three events occur;
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14. The exception flag causes the instruction to write various CPO registers with the exception state.
15. The current PC is changed to the appropriate exception vector address.
16. The exception bits of earlier pipeline stages are cleared.

One | One | One One | One
‘ Cycle ‘ Cycle ‘ Cycle ‘ Cycle ‘ Cycle ‘

Exception [11]21[1R[2R[1A]2A]1D]2D[1W][2W]

| 11| Z21R[2R|1A|2A[1D|2D]1W|2W|

| 1] 21 [1R]|2R[l1A|2A] 1D ] 2D [1W]2W]|

| 11| 21[1R|2R]1A]2A]1D]2D][1W]2W]

| 1 N1 [1R[2R[1A]2A]1D]2D[1W|2wW|

Exception
Vector Address ———— | 11| 21 [1R|2R[1A[2A|1D[2D|1W[2WM

Figure 2.5 Exception Detection Mechanism

For most exceptions, this implementation allows all instructions which occurred before the exception to complete, and all
instructions which occurred after the instruction to be aborted. Hence the valu&rtémion Program Count€EPC) is

such that execution can be restarted for most exceptions. Most exceptions are guaranteed to be taken in order. Figure 2.5
trates the exception detection mechanism feeserved Instructio(RI) exception.

The non-blocking nature of the caches requires that parity error and bus error exceptions be allowed to occur after-other su
guent instructions have completed after the load/store instruction which caused the error. For these two exception types, th
value of theEPCis not guaranteed to hold an address where execution can be restarted. For this reason, these exceptions
classified as imprecise exceptions. The operating system must search the instruction strearkiR€asaibe to decide at

which location can execution be restarted. Only parity errors and bus errors can be imprecise exceptions on this implemen
tion. All other exception types are precise.

2.4.2 Stall Conditions

A stall condition is used to suspend the pipeline for conditions detected after the R pipeline stage. When a stall pozurs, the
cessor resolves the condition and then restarts the pipeline. Once the interlock is removed, the restart sequence begins tw
cycles before the pipeline resumes execution. The restart sequence reverses the pipeline overrun by inserting the-correct il
mation into the pipeline. Figure 2.6 shows a data cache miss stall.
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® @ ®®
vy vy

[ [rR]A[D[D[D]

1 [R[A]A]A] AlA|D|wW

| |[R|R|R IR|R|A[D]|W]
i f) oo i [RTATD W]

1 - Detect cache miss

2 - Start moving dirty cache line data to write buffer

3 - Fetch first doubleword into cache and restart pipeline

4 - Begin loading remainder of cache line into cache when Dcache is idle

Figure 2.6 Servicing a Data Cache Miss

The data cache miss is detected in the D stage of the pipeline. If the cache line to be replaced is dirty, the W bidéaset and

is moved to the internal write buffer in the next cycle. The squiggly line in Figure 2.6 indicates the memory access. Once the
memory is accessed and the first doubleword of data is returned, the pipeline is restarted. The remainder of the cache line is
returned in subsequent cycles. The dirty data in the write buffer is written out to memory after the cache line fill ojgerations
completed.

2.4.3 Slip Conditions

During the 2R and 1A pipeline phases, internal logic determines whether it is possible to start the current instruction in this
cycle. If all required source operands are available, as well as all hardware resources needed to complete the operation, then
the instruction is issued. Otherwise, the instruction “slips”. Slipped instructions are retried on subsequent cyclesanatil they
issued. Pipeline stages D and W advance normally during slips in an attempt to resolve theNORf§ictre inserted into the

bubbles which are created in the pipeline. Branch likely instructi€RE,T, and exceptions do not cause slips. Figure 2.7

shows how instructions can slip during an instruction cache miss.

Complete
W
Complete
D w]
Complete
[A[D[wW]
Complete
R|IA|D|W
[ IR[R[R[R] |;|:|z|i|$|D|W|
@ @000
HERERE (1111 [R]A]D]W]

1 - Detect cache miss
2 - Load cache line (4 doublewords) into Icache
3 - Restart pipeline

Figure 2.7 Slips During an Instruction Cache Miss
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Instruction cache misses and slips are detected in the R-stage of the pipeline and never require a writeback operation as w
are not allowed to the instruction cache. The data cache early restart mechanism, where the pipeline is restarted after only
portion of the cache line fill has occurred, is not implemented for the instruction cache. The requested cache lineni®loaded i
the instruction cache in its entirety before the pipeline is restarted at the instruction that caused the cache miss.

2.4.4 Write Buffer

The RM7000 processor contains a write buffer which improves the performance of write operations to external memory. All
writes to external memory, whether cache miss write-backs or stores to uncached or write-through addresses, use the on-c
write buffer. The write buffer holds up to four 64-bit address and data pairs.

On a cache miss requiring a write-back, the entire buffer is used for the write-back data and allows the processor o procee
parallel with the memory update. For uncached and write-through stores, the write buffer significantly increases performan
by decoupling th&ysAD bus transfers from the instruction execution stream. If the write buffer is full, additional stores are
stalled until there is room for them in the write buffer.
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Section 3 Superscalar Issue Mechanism

The RM7000 superscalar dispatch unit implements two separate pipelines and can issue up to two instructions per clock cy
The Function (F) pipe handles integer, branch and floating point operations such as add, subtract, multiply, and divide. The
Memory (M) pipe handles integer operations as well as load/store operations, and some floating point moves.

Table 3.1: lists the different types of F-and M-pipe operations. Each pipe can issue one instruction class per clock cycle.
In the following tables, the Branch group includes all branch and jump opcodes.

e The Load/Store type includes both integer and floating point loads as well all prefetch opcodes.

e The IntegeMUL/DIV type includes th&ULT, DMULT, MULTU, DMULTU, DIV, DDIV, DIVU, DDIVU, MAD,
MADU, andMUL opcodes.

e The FP Conditional Move type includes M®VF, MOVF.FMT, MOVN, MOVN.FMT, MOVT, MOVT.FMT, and
MOVZ.FMT opcodes.

e The FP Unconditional Move type includes i®V.FMT opcode.

e The FPR« GPR type moves include thé~C1, MTC1, DMTC1, andDMFC1 opcodes.

Instructions that deal with the control registers of the processor do not dual-issue with other instructions. This atiéwgates t
hazards when modifying these control registers. These instructions iEfREIE, TLBR, TLBP, TLBWI, TLBWR,

DMTCO, MTCO, DMFCO0, MFCO0, CTCO, CFCO, WAIT, CTC1,andCFC1.

Table 3.1: Instruction Pipeline Operations

F-Pipe Operations M-Pipe Operations
Integer Operation Integer Operation
Floating Point Operation Load/Store
Branch FP Conditional Move
Integer Mul/Div FPR < GPR Move
FP Unconditional Move

The various operations shown in Table 3.1: yield the following combinations that can be issued together:
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Table 3.2: Dual Issue Combinations.

Operation Combinations

Integer Operation + Integer Operation

Integer Operation + Load/Store

Integer Operation + Floating Point Conditional Move

Integer Operation + FPR « GPR Move

Floating Point Operation + Integer Operation

Floating Point Operation + Load/Store

Floating Point Operation + Floating Point Conditional Move

Floating Point Operation + FPR < GPR Move

Branch Operation + Integer Operation

Branch Operation + Load/Store

Branch Operation + FP Conditional Move

Branch Operation + FPR « GPR Move

Integer Mul/Div + Integer Operation

Integer Mul/Div + Load/Store

Integer Mul/Div + FP Conditional Move

Integer Mul/Div + FPR < GPR Move

FP Unconditional Move + Integer Operation

FP Unconditional Move + Load/Store

FP Unconditional Move + FP Conditional Move

FP Unconditional Move + FPR <« GPR Move

The RM7000 does not have even/odd word alignment restrictions. For example, a floating point + load/store instruction pair
can dual-issue just as well as a load/store + floating point instruction pair.

The RM7000 can also dual-issue instructions that are not instruction-fetch (doubleword) aligned. For example, instructions |
and | + 1 are placed into the 2-deep instruction dispatch buffer. Instruction ‘I’ single-issues and instruction ‘I +if' tisdeft

buffer. Instruction ‘1 + 2’ is then placed into the instruction dispatch buffer and instruction ‘I + 1’ is shifted intoatienoc

used by the oldest instruction within the dispatch buffer. In the next cycle instructions ‘I + 1’ and ‘I + 2’ can duafsthes to

even though they were not fetched from the instruction cache at the same time. The dispatch unit dispatches the instructions to
the F- and M-pipes based on the instruction issue rules in Table 3.1:.

Figure 3.1 shows a simplified diagram of how the instructions are routed to each pipeline.

16 QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054
408.565.0300 408.565.0335 www.gedinc.com




RM7000™ Family, User Manual Superscalar Issue Mechanism

‘ Instruction Cache ‘
2

=

‘ Instruction Dispatch Unit ‘

.

A A A

FP FP Integer Integer
F-Pipe M-Pipe F-Pipe M-Pipe
FP Adder Adder Load/Store
EP Multiply | | Fp L/st Mul/Div Adder
FP Div/Sqrt Shifter Shifter

Figure 3.1 Instruction Issue Block Diagram

| Figure 3.2 shows a simplified flow of instructions through the dual issue pipeline. Refer to Section 2, “Processor Ripeline”,
a definition of pipeline stages.

2-deep Read Integer
buffer S Register File
2
Instr |« >
cachel instr »[Read FP _
P Register File
| Stage R Stage
Integer Re Integer Integer ALU
File Write I| - Loag/Store il Exe%ution B
FP Register FP FP ALU <
File Write 4 Load/Store il Execution
W Stage D Stage A Stage
Figure 3.2 Dual Issue Mechanism
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Integer Unit

This section describes the Integer Unit (IU) of the RM7000 processor, including the programming model, instruction set an

formats, and the pipeline.

The IU implements the MIPS 1V instruction set and is fully backward compatible with previous generation processors runnin

the MIPS Il instruction set.

In addition to running the MIPS IV instruction set, the RM7000 also implements two implementation specific instructions
which are executed by the IU; integer-multiply-accumul®AD) and a three-operand integer-multiphL).

4.1 Overview

The RM7000 IU contains two complete integer arithmetic logic units (ALU) and implements a dual-pipeline architecture. The
F-pipe handles integer, floating point, and branch operations as well as integer multiply/divide operations. The M-pipe hand|

integer, logical operations as well as

Section 4 Integer Unit

load/store operations.

In addition to the dual-pipeline architecture, the RM7000 contains thirty-two 64-bit general purpose reljiatetkp regis-
ters for the integer multiply and divide operations, and a program counter.

Data Cache

Instr Cache

#

Integer Control Unit

M-pipe /64 f

AdAA

%6%@4 64646464

Integer Reg File

F-pipe ! /64
/
ALUs
:QiLeG%%reBgﬁgisns éﬂ%e‘;r éﬂgt%rr ® Mul/Div
(3 || oo
64 64

Figure 4.1 U Functional Block Diagram

Figure 4.1 shows a block diagram of the integer unit.
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4.2 Integer Unit Features

This section briefly describes the features of the RM7000 integer unit.

e Multiple ALUs. The IU contains two integer ALUs, each containing a shifter, an adder, and a logic unit. One ALU is ded-
icated to the F-pipe, while the other ALU is dedicated to the M-pipe.

» Load and Store Instruction Set.The IU uses a load-and-store-oriented instruction set, with single-cycle load and store
operations.

» Dedicated Multiply/Divide Unit. The RM7000 contains a single integer multiply/divide unit optimized for high-speed
multiply/divide and multiply-accumulate operations. This unit is connected to the F-pipe ALU.

« Implementation Specific Multiply Operations. The RM7000 supports a number of implementation specific multiply/
multiply-add instructions that are not part of the MIPS IV instruction set. These instructions perform multiple operations
in one instruction in order to maximize throughput.

4.3 Integer Register File

The 1U contains thirty-two 64-bit general purpose registers. Regist8) & (hard-wired to zero. These registers are for tem-
porary storage during scalar operations and address calculations. In order to service the two integer execution ugés, the inte
register file contains four read ports and two write ports. Each of these ports is defined by the instruction being éxecuted (r
r3, r10, etc.). Each port is fully bypassed both within and between the two execution units to minimize pipeline latency.

4.4 Pipeline Bypass

The Integer-Pipeline Bypass Chain allows the result of an operation to be passed to the next instruction without having to wait
for the result to be written to the register file. One instruction can fetch the operands produced by the previous ingtruction
out waiting for that instruction to reach the W pipeline stage.

4.5 Arithmetic Logic Units

The RM7000 contains two integer arithmetic logic units (ALU) that support F-and M-pipe operations. Both ALUs contain an
adder, a shifter, and support for logic operations. The M-pipe ALU contains a load/store unit used for memory operations. The
F-pipe contains a multiply/divide unit. Each ALU operates independently of the other, and each is optimized to perform all
operations in a single processor cycle. Table 4.1: shows the basic ALU functions.

Table 4.1: ALU Functions

Unit F-Pipe Operations M-Pipe Operations
Adder |add, sub add, sub, Data address add
Logic |logic, moves, zero shifts (nop) logic, moves, zero shifts (nop)
Shifter | non zero shift non zero shift, store align

4.6 Integer Multiply/Divide Operations

The F-pipe ALU contains a dedicated multiply/divid{L/DIV) unit that performs high-speed multiply and multiply-accu-
mulate operations. THAUL/DIV unit implements all basic MIPS IV integer multiply instructions as well as two implementa-
tion-specific instructiondylUL andMAD. TheMUL instruction allows the result of the multiply operation to go directly to the
integer register file as opposed to thweregister, as is the case with all basic MIPS IV multiply instructions MWk instruc-

tion eliminates the need to execute a Move-FromMBL(O) instruction normally required to move the data fromlLtbeeg-

ister to the register file. The portion of the multiply operation that would normally go ki tlegister is discarded.
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The Multiply-Add (MAD) instruction multiplies two operands and adds the resulting product to the current contentsi of the
andLo registers. The multiply accumulate operation is the core primitive in almost all signal processing algorithms, eliminat
ing the need for a separate digital signal processor (DSP).
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Section 5 Memory Management Unit

The RM7000 processor provides a full-featured memory management unit (MMU) which uses an on-chip translation looka-
side buffer (TLB) to translate virtual addresses into physical addresses.

This section describes the processor virtual and physical address spaces, the virtual-to-physical address translaten, the of
tion of the TLB in making these translations, the cache memories, and those System Control Coprocessor (CPO) registers
provide the software interface to the TLB.

5.1 Translation Lookaside Buffers (TLB)

Mapped virtual addresses are translated into physical addresses using on-chip Translation Lookaside BuffeFa¢TrB).
mary TLB is the Joint TLB (JTLB). In addition, the RM7000 processor contains separate Instruction and a Data TLBs to avoi
contention for the JTLB.

5.1.1 Joint TLB

For fast virtual-to-physical address translation, the RM7000 uses a large, fully associative TLB that maps virtual pages to th
corresponding physical addresses. As indicated by its name, the Joint TLB, or JTLB is used for both instruction and data tre
lations. The JTLB is organized as pairs of even/odd entries, and maps a virtual address and address space identifier into t
large, 64 GByte physical address space. By default, the JTLB is configured as 48 pairs of even/odd entries to allow the ma
ping of 96 pages. A boot time option (mode bit 24) allows the JTLB to be configured as 64 pairs of even/odd entries to allo
mapping of 128 pages of virtual memory.

Two mechanisms are provided to assist in controlling the amount of mapped space and the replacement characteristics of
ous memory regions. First, the page size can be configured, on a per-entry basis, to use page sizes in the range of 4KB to
16MB (in multiples of 4). A CPO registdPageMaskis loaded with the desired page size of a mapping, and that size is stored

into the TLB along with the virtual address when a new entry is written. Thus, operating systems can create special purpos
maps; for example, a typical frame buffer can be memory mapped using only one TLB entry.

The second mechanism controls the replacement algorithm when a TLB miss occurs. The RM7000 provides a random repl:
ment algorithm to select a TLB entry to be written with a new mapping; however, the processor also provides a mechanism
whereby a system specific number of mappings can be locked into the TLB, thereby avoiding random replacement. This me
anism allows the operating system to guarantee that certain pages are always mapped for performance reasons and for de
lock avoidance. This mechanism also facilitates the design of real-time systems by allowing deterministic access to critical
software.

The JTLB also contains information that controls the cache coherency protocol for each page. Specifically, each page has
attribute bits to determine whether the coherency algorithm is: uncached, non-coherent write-back, non-coherent write-
through without write-allocate, or non-coherent writethrough with write-allocate.

The non-coherent protocols are used for both code and data on the RM7000 with data using write-back or write-through
depending on the application.

1. There are virtual-to-physical address translations that occur outside of the TLB. For example, addiessesgtand
kseglspaces are unmapped translations. In these spaces the physical address is 0x0 0000 0000 || VA[28:0].

QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054 23
408.565.0300 408.565.0335 www.gedinc.com




Memory Management Unit RM7000™ Family, User Manual

5.1.2 Instruction TLB

The RM7000 use a 4-entry instruction TLB, or ITLB, to minimize contention for the joint TLB, eliminate the timing critical

path of translating through a large associative array, and save power. Each ITLB entry maps a 4KB page. The ITLB improves
performance by allowing instruction address translation to occur in parallel with data address translation. When a miss occurs
on an instruction address translation by the ITLB, the least-recently used ITLB entry is filled from the joint TLB. The opera-
tion of the ITLB is completely transparent to the user.

5.1.3 Data TLB

The RM7000 use a 4-entry data TLB, or DTLB, to minimize contention for the joint TLB, eliminate the timing critical path of
translating through a large associative array, and save power. Each DTLB entry maps a 4KB page. The DTLB improves perfor-
mance by allowing data address translation to occur in parallel with instruction address translation. When a miss occurs on a
data address translation by the DTLB, the DTLB is filled from the JTLB. The DTLB refill is pseudo-LRU: the least recently
used entry of the least recently used pair of entries is filled. The operation of the DTLB is completely transparentto the use

5.1.4 Hits and Misses

If there is a virtual address match, or hit, in the TLB, the physical page humber is extracted from the TLB and concatenated
with the offset to form the physical address.

If no match occurs (TLB miss), an exception is taken and software refills the TLB from the page table resident in memory.
Software can write over a selected TLB entry or use a hardware mechanism to write into a random entry.

5.1.5 Multiple Matches

The RM7000 processor do not provide any detection or shutdown mechanism for multiple matches in the TLB. Unlike earlier
MIPS designs, multiple matches do not physically damage the TLB. Therefore, multiple match detection is not needed. The
result of this condition is undefined, and software is expected to never allow this to occur.

5.2 Processor Modes

The RM7000 has three processor operating modes, an instruction set mode, and an addressing mode. All are described in this
section.

5.2.1 Processor Operating Modes

The three operating modes are listed in order of decreasing system privilege:

« Kernel Mode (highest system privilege): can access and change any register. The innermost core of the operating system
runs in kernel mode.

» Supervisor Mode: has fewer privileges and is used for less critical sections of the operating system.
» User Mode (lowest system privilege): prevents users from interfering with one another.

User mode is the processor’s base operating mode. The processor is forced into Kernel mode when it is handling an error
(ERL bit is set) or an exceptioKL bit is set).

The processor’s operating mode is set byStausregister'skSU field, together with th&RL, EXL, KX, SX, UX, and XX
bits. Table 5.1: lists thBtatusregister settings for the three operating modes, as well as error and exception level settings; the
blanks in the table indicaton't cares
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Table 5.1: Processor Modes

XX | KX | sX | UX | KSU | ERL | EXL | IE Description ISA | 1SA Addl\;isdse'”g
31 7 6 5 2 2 1 0 1} \Y 32-Bit/64-Bit
10 0 0 0 0 32
10 0 0 User mode 1 0 64
10 0 0 1 1 64
01 0 0 ) 1 1 32
Supervisor mode
01 0 0 1 1 64
0 00 0 0 1 1 32
Kernel mode
1 00 0 0 1 1 64
0 0 1 ) 1 1 32
Exception level
1 0 1 1 1 64
0 1 1 1 32
Error level
1 1 1 1 64
0 0 1 |Interrupts are enabled

5.2.2 Instruction Set Mode

The processorgistruction set moddetermines which instruction set is enabled. By default, the processor implements the
MIPS IV Instruction Set Architecture (ISA). For compatibility with earlier machines, however, it can be limited to the MIPS
[l ISA or the MIPS /Il ISAs.

5.2.3 Addressing Modes

The processoraddressing moddetermines whether it generates 32-bit or 64-bit virtual memory addresses.
Refer to Table 5.1: for the following addressing mode encodings:

* In Kernelmode theKX bit enables 64-bit addressing; all instructions are always valid.
* In Supervisomode, theSX bit enables 64-bit addressing; all instructions are always valid.
* In Usermode, theUX bit enables 64-bit addressing; tk¥ bit enables the new MIPS IV instructions.

5.2.4 Endian Modes

The RM7000 processor can operate either in big-endian mode or little-endian mode. The choice of the endianness is chose
Power-up initialization time through the logical OR of the endianness serial mode-bit (bit 8) and the input valBey&fthe
dian pin. This choice is known as the base endianness and is used for kernel mode, supervisor mode and user mode opera

It is possible for specific user-mode processes to operate in the reverse of the base-endianness. This is accomplighed by se
the RE bit in the CP5tatusregister while in kernel mode before the execution of such user mode processes.

5.3 Address Spaces

This section describes the virtual and physical address spaces and the manner in which virtual addresses are converted ot
“translated” into physical addresses in the TLB.

5.3.1 Virtual Address Space

The processor has three address sp&eesel, supervisor, and user. Each space can be independently configured to be a 32-bi
or 64-bit space by th&X, SX, andUX bits in theStatusregister.
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» If UX=0 (extended address bit = 0), user addresses are 32 bits wide. The maximum user process size is 2 agabytes (2

« If UX=1 (extended address bit = 1), user addresses are 64 bits wide. The maximum user process size is fderabyte (2

Virtual address

1. Virtual address (VA) represented by the
virtual page number (VPN) is compared ASID VPN Offset
with tag in TLB. The ASID portion of the
VA is held in EnHI Register.

2. If there is a match, the page frame G ASID VPN
number (PFN) representing the upper
bits of the physical address (PA) is TLB
output from the TLB. Entry
PFN

3. The Offset, which does not pass through
the TLB, is then concatenated to the PFN. PEN Offset

Physical address
Figure 5.1 Overview of a Virtual-to-Physical Address Translation
Figure 5.1 shows the translation of a virtual address into a physical address. As shown , the virtual address is exeamded with
8-bit address space identifier (ASID), which reduces the frequency of TLB flushing when switching contexts. This 8-bit ASID
is in the CPEntryHi register. Theslobal bit (G) is in each TLB entry.

5.3.2 Physical Address Space

Using a 36-bit address, the processor physical address space encompasses 64 gigabytes.

5.3.3 Virtual-to-Physical Address Translation

Converting a virtual address to a physical address begins by comparing the virtual address from the processor with the virtual
addresses in the TLB; there is a match when the virtual page number (VPN) of the address is the same as the VPN field of the
entry, and either:

» theGlobal (G) bit of the TLB entry is set, or
« the ASID field of the virtual address is the same as the ASID field of the TLB entry.

This match is referred to asTaB hit If there is no match, a TLB Miss exception is taken by the processor and software is
allowed to refill the TLB from a page table of virtual/physical addresses in memory.

If there is a virtual address match in the TLB, the physical address is output from the TLB and concatenate@ffgti the
which represents an address within the page frame spac@ffsk&does not pass through the TLB.

The next sections describe the 32-bit and 64-bit address translations.
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5.3.4 Virtual Address Translation

Virtual Address with 256M (2 28) 4-Kbyte pages

71 64 636261 40 39 28 bits = 256M pages 12 11 0
ASID @Al VPN Offset
8 T 24\ _ 28 A 12 )
h'd Y Offset passed
Virtual-to-physical unchanged to
translation in TLB physical
Bits 62 and 63 of the virtual_ 36-bit Physical Address memory
address select user, supervisor, 35 0
or kernel address spaces.
| PFN | Offset |
. . Offset passed
Virtual-to-physical h dt
translation in TLB UEC _an?e 0
physical
| memory
| ~ - ™~
71 64 6362 61 4039 24 23 0
ASID Oor-1 VPN Offset
8 24 16 24

16 bits = 64K pages
Virtual Address with 64K (2 16)16—Mbyte pages

Figure 5.2 64-bit Mode Virtual Address Translation

Figure 5.2 shows the virtual-to-physical-address translation. This figure illustrates the two extremes in the range of possible
page sizes: a 4-Kbyte page (12 bits) and a 16-Mbyte page (24 bits).

e The top portion of Figure 5.2 shows a virtual address with a 12-bit, or 4-Kbyte, page size, @fistiedhe remaining
28 bits of the address represent the VPN, and index the 256M-entry page table.

» The bottom portion of Figure 5.2 shows a virtual address with a 24-bit, or 16-Mbyte, page size, Gifsdiethe
remaining 16 bits of the address represent the VPN, and index the 64K-entry page table.

5.3.5 Address Spaces

The processor has three address spaces.

e User address space
e Supervisor address space
« Kernel address space

Each space can be independently configured as either 32- or 64-bit.
5.3.6 User Address Space
In User address space, a single, uniform virtual address space—labelled User segpyeidt évailable; its size is:

« 2 Gbytes (8 bytes) ifUX = 0 (useq
« 1 Thbyte (Fbytes) ifUX = 1 (xuseq
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32-bit* 64-bit
CHHH- A
Address Address
Error Error

O]

2GB 1TB

useg xuseg
Mapped Mapped

OO0

Figure 5.3 User Virtual Address Space as viewed from User Mode
Figure 5.3 shows the range of User virtual address space. User space can be accessed from user, supervisor, and kernel modes.

The User segment starts at address 0 and the current active user process resides in either useg (in 32-bit mode) 4+ xuseg (in 6
bit mode). The TLB identically maps all references to useg/xuseg from all modes, and controls cache accessibility.

The processor operates in User mode wheistatisregister contains the following bit-values:

«  KSU bits = 1¢
« EXL=0
« ERL=0

The UX bit in theStatusregister selects between 32- or 64-bit User address spaces as follows:

 whenUX =0, 32-bitusegspace is selected.
« whenUX =1, 64-bitxusegspace is selected.

Table 5.2: lists the characteristics of the two user address spaegandxuseg

28 QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054
408.565.0300 408.565.0335 www.gedinc.com




RM7000™ Family, User Manual

Memory Management Unit

Table 5.2: 32-bit and 64-bit User Address Space Segments

0x0000
0000
Aézl_)bi:t 0 0 | 0 | useg throu g h 2 Gbyte (2% bytes)
Ox7FFF
FFFF
0x0000
" 0000 0000
0000
A(G?A;g;t: 0 0| 1 xuseg th rou g h 1 Thyte (2%° bytes)
0x0000
0OFF FFFF
FFFF

5.3.6.1 32-bit User Space (useq)

In 32-bit User space, whdiX = 0 in theStatusregister, all valid addresses have their most-significant bit cleared to 0; any
attempt to reference an address with the most-significant bit set while in User mode causes an Address Error exception.

The system maps all referencesisegthrough the TLB, and bit settings within the TLB entry for the page determine the

cacheability of a reference. TLB misses on addresses in 32-bit User speg@ge the TLB refill vector.

5.3.6.2 64-bit User Space (xuseg)

In 64-bit User space, whdX =1 in theStatusregister, addressing is extended to 64-bits. WIi&n1, the processor provides

a single, uniform address space ot Bytes, labelleckuseg

All valid User mode virtual addresses have bits 63:40 equal to 0; an attempt to reference an address with bits 63:40 not eq

to O causes an Address Error exception. TLB misses on addresses in 64-biublsgspace use the XTLB refill vector.

5.3.7 Supervisor Space

Supervisor address space is designed for layered operating systems in which a true kernel runs in Kernel mode, and the re
the operating system runs in Supervisor mode. The Supervisor address space provides code and data addresses for supe

mode.

Supervisor space can be accessed from supervisor mode and kernel mode.
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The processor operates in Supervisor mode whe8tHtasregister contains the following bit-values:

KSU = 01,
EXL=0
ERL =0

OXFFFF.EEFF OXFFFF FERREE
OXE000.BB00 OXFFFF FFF 00
(

o
0xC000:8800 ““OxFFFF FFER4000

0xA000,8900  0x4000 0100 GEB0

0x8000-860Q 4, 1000 0000 BTG

0x0000 0100 B6O0

suseg
Mapped 1TB

0x0000.0000 0x0000 0000 '6GBOQ ™™

Figure 5.4 User and Supervisor Address Spaces; viewed from Supervisor mode

The SX bit in theStatusregister select between 32- or 64-bit Supervisor space addressing:

whenSX = 0, 32-bit supervisor space is selected and TLB misses on supervisor space addresses are handled by the 32-bit
TLB refill exception handler

whenSX = 1, 64-bit supervisor space is selected and TLB misses on supervisor space addresses are handled by the 64-bit
XTLB refill exception handler. Figure 5.4 shows Supervisor address mapping. Table 5.3: lists the characteristics of the
supervisor space segments; descriptions of the address spaces follow.
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Table 5.3: Supervisor Mode Addressing

A(63:62)

SX

UXx

Segment
Name

Address Range

Segment Size

00,

suseg

0x0000
0000 0000
0000

through

0x0000
0000 7FFF
FFFF

2 Ghytes (231 bytes)

00,

xsuseg

0x0000
0000 0000
0000

through

0x0000
OOFF FFFF
FFFF

1 Thyte (2%° bytes)

01,

xsseg

0x4000
0000 0000
0000

through

0x4000
OOFF FFFF
FFFF

1 Thyte (20 bytes)
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Segment

A(63:62) | SX UX Name Address Range Segment Size
OXFFFF
FFFF COO00
. 0000

11, X X or through 512 Mbytes (22° bytes)

= | OXFFFF
FFFF DFFF
FFFF

5.3.7.1 32-bit Supervisor, User Space (suseq)

In Supervisor Mode when accessing User spacdafid O in theStatugregister, and the most-significant bit of the 32-bit vir-

tual address is set to 0, thesegvirtual address space is selected; it covers the ibbytes (2 Gbytes) of the current user
address space. The virtual address is extended with the contents of the 8-bit ASID field to form a unique virtual address.

This mapped space starts at virtual address 0x0000 0000 and runs through Ox7FFF FFFF.

5.3.7.2 32-bit Supervisor, Supervisor Space (sseq)

In Supervisor space, whe3X = 0 in theStatusregister and the three most-significant bits of the 32-bit virtual address are
110,, thessegvirtual address space is selected; it covéPshgtes (512 Mbytes) of the current supervisor address sphee.
virtual address is extended with the contents of the 8-bit ASID field to form a unique virtual address.

This mapped space begins at virtual address 0xC000 0000 and runs through OXDFFF FFFF.
5.3.7.3 64-bit Supervisor, User Space (xsuseg)

In Supervisor Mode when accessing User spacdaqd 1 in theStatugregister, and bits 63:62 of the virtual address are set
to 00,, thexsusegirtual address space is selected; it covers the 48Ibgtes (1 Tbyte) of the current user address space. The
virtual address is extended with the contents of the 8-bit ASID field to form a unique virtual address.

This mapped space starts at virtual address 0x0000 0000 0000 0000 and runs through 0x0000 O0FF FFFF FFFF.
5.3.7.4 64-bit Supervisor, Current Supervisor Space (xsseq)

In Supervisor space, wheSX = 1 in theStatusregister and bits 63:62 of the virtual address are settdtExssegcurrent

supervisor virtual address space is selected. The virtual address is extended with the contents of the 8-bit ASID fiald to form
unique virtual address.

This mapped space begins at virtual address 0x4000 0000 0000 0000 and runs through 0x4000 OOFF FFFF FFFF.

5.3.7.5 64-bit Supervisor, Separate Supervisor Space (csseq)

In Supervisor space, wheSX = 1 in theStatusregister and bits 63:62 of the virtual address are setdl€cssegseparate

supervisor virtual address space is seleciedressing of thessegs compatible with addressirsgegin 32-bit mode. The
virtual address is extended with the contents of the 8-bit ASID field to form a unique virtual address.

This mapped space begins at virtual address OxFFFF FFFF C000 0000 and runs through OxFFFF FFFF DFFF FFFF.
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5.3.8 Kernel Space

The processor operates in Kernel mode wherstatusregister contains one of the following values:

KSU = 00,
EXL=1
ERL =1

The KX bit in theStatusregister selects between 32- or 64-bit Kernel space addressing:

whenKX = 0, 32-bit kernel space is selected.
whenKX = 1, 64-bit kernel space is selected.

The processor enters Kernel mode whenever an exception is detected and it remains there until an ExcepteREBturn (
instruction is executed or theXL bit is cleared. ThERET instruction restores the processor to the address space existing
prior to the exception.

OXFFFF FEEFRERF
0.5 GB OXFFFF FF F/Ial OCkseg3

Mapped kseg3
():ksseg

OxE000 000( OX F F F F F F
Ocksegl

0xco00 0000t o OxXFFFF FF

maped | 1ses OXFFFF FF Ockses0
0XA000 000 Ugtl::;hBed OX C O O O OOF: FA(gﬁO O
amanes | e 0 CO00 0000"O00
0x8000 0000°066Q
0x4000 0100 GB0a

2 GB 1TB xksseq

vres | 2 OX4000 0000 8BGO0
0x0000 0100 TG00

1TB

0x0000 0000 0x0000 0000 I(j@eé 0 xkuseg

Figure 5.5 User, Supervisor, and Kernel Address Spaces viewed from Kernel mode

0x8000 000

Kernel virtual address space is divided into regions differentiated by the high-order bits of the virtual address, as-gown in
ure 5.5. Table 5.4: lists the characteristics of the kernel mode segments.
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Table 5.4: Kernel Mode Addressing

A(63:62) | KX | SX

UXx

Segment
Name

Address Range

Segment Size

00, X | X

kuseg

0x0000
0000 0000
0000

through

0x0000
0000 7FFF
FFFF

2 Ghytes (231 bytes)

00, X | X

xkuseg

0x0000
0000 0000
0000
through
0x0000
OOFF FFFF
FFFF

1 Thyte (2%° bytes)

01, X | 1

xksseg

0x4000
0000 0000
0000
through
0x4000
OOFF FFFF
FFFF

1 Thyte (2%° bytes)
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Segment

AB3:62) | KX | SX | ux | T Address Range Segment Size
0x8000
0000 0000
0000
10, 1 X X xkphys th rou g h 8x 64 Gbytes (236 bytes)

0x8000
000F FFFF
FFFF
etc.

0xCO000

0000 0000
0000

11, 1| x | x xkseg th rou g h (249_231) pytes
0xCO000

OOFF 7FFF
FFFF

OXFFFF
FFFF 8000
0000
11, | X | X | X | ksego throu g h 512 Mbytes (2%° bytes)
OXFFFF
FFFF OFFF
FFFF
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Segment

A(63:62) | KX | SX | UX Name

Address Range Segment Size

OXFFFF
FFFF AOOO
0000
1, | X | X | X | ksegl throu 0 h 512 Mbytes (22 bytes)
OXFFFF
FFFF BFFF
FFFF

OXFFFF
FFFF COO00
0000
11, X | x | x ksseg th rou g h 512 Mbytes (22° bytes)
OXFFFF
FFFF DFFF
FFFF

OXFFFF
FFFF EOOO
0000
11, | X | X | X | kseg3 throu g h 512 Mbytes (2% bytes)
OXFFFF
FFFF FFFF
FFFF

5.3.8.1 32-bit Kernel, User Space (kuseg)

In Kernel mode when accessing User space &Xd= 0 in theStatusregister, and the most-significant bit of the virtual

address, A31, is cleared, the 32kisegvirtual address space is selected; it covers the Yibhyes (2 Gbytes) of the current
user address spackne virtual address is extended with the contents of the 8-bit ASID field to form a unique virtual address.
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5.3.8.2 32-bit Kernel, Kernel Space 0 (kseg0)

In Kernel space, whekiX = 0 in theStatusregister, and the most-significant three bits of the virtual address ay,e320i0it

ksegOvirtual address space is selected:; it is fiebte (512-Mbyte) kernel physical space. ReferencéseégOare not
mapped through the TLB; the physical address selected is defined by subtracting 0x8000 0000 from the virtual address.
KO field of theConfigregister, described in this chapter, controls cacheability and coherency.

5.3.8.3 32-bit Kernel, Kernel Space 1 (ksegl)

In Kernel mode, wheKkX = 0 in theStatusregister and the most-significant three bits of the 32-bit virtual address gre 101
32-bitkseglvirtual address space is selected: it is eb@te (512-Mbyte) kernel physical space.

References tkseglare not mapped through the TLB; the physical address selected is defined by subtracting 0xA000 0000
from the virtual address.

Caches are disabled for accesses to these addresses, and physical memory (or memory-mapped I/O device registers) are
accessed directly. All memory accesses to this space are blocking.

5.3.8.4 32-bit Kernel, Supervisor Space (ksseg)

In Kernel mode when accessing Supervisor spaceSXiwl 0 in theStatugregister, and the most-significant three bits of the
32-bit virtual address are 14,@hekssegvirtual address space is selected,; it is the currkbyte (512-Mbyte) supervisor vir-
tual spaceThe virtual address is extended with the contents of the 8-bit ASID field to form a unique virtual address.

5.3.8.5 32-bit Kernel, Kernel Space 3 (kseg3)

In Kernel space, whekX = 0 in theStatusregister and the most-significant three bits of the 32-bit virtual address gre 111

thekseg3virtual address space is selected; it is the currérbye (512-Mbyte) kernel virtual spacehe virtual address is
extended with the contents of the 8-bit ASID field to form a unique virtual address.

5.3.8.6 64-bit Kernel, User Space (xkuseg)

In Kernel mode when accessing User spacel#Xié 1 in theStatusregister, and bits 63:62 of the 64-bit virtual address are
00,, thexkusegvirtual address space is selected; it covers the current user addres3ispaatual address is extended with

the contents of the 8-bit ASID field to form a unique virtual address.

WhenERL = 1 in theStatusregister, the user address region becoméé—b)&e unmapped (that is, mapped directly to physi-
cal addresses) uncached address space.

5.3.8.7 64-bit Kernel, Current Supervisor Space (xksseg)

In Kernel mode when accessing Supervisor spacesXiel 1 in theStatugregister, and bits 63:62 of the 64-bit virtual address
are 03, thexkssegvirtual address space is selected; it is the current supervisor virtual Epacértual address is extended

with the contents of the 8-bit ASID field to form a unique virtual address.
5.3.8.8 64-bit Kernel, Physical Spaces (xkphys)

In Kernel space, whekX = 1 in theStatusregister and bits 63:62 of the 64-bit virtual address agethi@xkphysvirtual

address space is selected:; it is a set of eftfHbyte kernel physical spaceésccesses with address bits 58:36 not equal to zero
cause an address error.

References to this space are not mapped; the physical address selected is taken from bits 35:0 of the virtual add&&ss. Bits €
of the virtual address specify the cacheability and coherency attributes, as shown in Table 5.5:.
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Table 5.5: Cacheability and Coherency Attributes

Value (61:59) Cacheability and Coherency Attributes Starting Address
0 Cacheable, noncoherent, write-through, no write allocate OXSOOO

0000 0000
0000

1 Cacheable, noncoherent, write-through, write allocate Ox8800
0000 0000
0000

2 Uncached, Blocking OX9 OOO
0000 0000
0000

3 Cacheable, noncoherent OX98OO
0000 0000
0000

4-5 Reserved OXAO O O
0000 0000
0000

Uncached, non-blocking 0xB000 0000 0000 0000
Bypass 0xB800 0000 0000 0000

5.3.8.9 64-bit Kernel, Kernel Space (xksegq)

In Kernel space, whekX = 1 in theStatusregister and bits 63:62 of the 64-bit virtual address agettié address space
selected is one of the following:

« kernel virtual spacexkseg the current kernel virtual spadbe virtual address is extended with the contents of the 8-bit
ASID field to form a unique virtual address.

« one of the four 32-bit kernel compatibility spaces, as described in the next section.

5.3.8.10 64-bit Kernel, Compatibility Spaces

In Kernel space, whekX = 1 in theStatusregister, bits 63:62 of the 64-bit virtual address akg 41dd bits 61:31 of the vir-
tual address equal —1. The lower two bytes of address select one of the following 512-Mbyte compatibility spaces.

» cksegO0This 64-bit virtual address space is an unmapped region, compatible with the 32-bit addreksegodéie KO
field of theConfig register controls cacheability and coherency.
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» ckseglThis 64-bit virtual address space is an unmapped and uncached, blocking region, compatible with the 32-bit

address modedsegl

» ckssegThis 64-bit virtual address space is the current supervisor virtual space, compatible with the 32-bit address mod
kss@. This space is independent of the setting Xfand requires thagXx=1.

» ckseg3This 64-bit virtual address space is kernel virtual space, compatible with the 32-bit addredseggiel

5.4 System Control Coprocessor

The System Control Coprocessor (CP0) supports memory management, address translation, exception handling, and othe
privileged operations. CPO contains the registers shown in Figure 5.6 plus a 64-entry TLB. The sections that follow describ
how the processor uses the memory management-related registers.

Each CPO register has a unique identifier referred to asgister numberfor instance, thBageMaskegister is register

number 5.
EntryHi EntryLo0 Context | |BadVAddr | |PerfCount
10 2x 4 8 25*
Page Mask | |EntryLol
*
5 3* Index Cogu*nt CoTlplare Perfggntrol
O*
63
Status Cause WatchMask
Random il 13+ 24*
47  — — — — — — 4 1*
TLB EPC Watchl IPLLo
PRI 147 18+ 18
. Watch2 i
W'é‘f d c’i g* XC(%rclJ'iext IIiléth
<_
(“Safe” entries)
(See Random Register, - R JE—
contents of TLB Wired) Confi acnecrr ntcontro
o 255 0 1o 26* 27* 20*
: Info ErrorEPC | |DErrAddrO
LLAddr TagLo TagHi 7* 30* 26*
17* 28* 29*
DErrAddrl
i CcPO i 27*
CPO, set0 registers. » Set0 registers.
Used for memory Used with exception
management. processing. Accessed
Accessed using the mfcO using the mfc0 and mtcO
and mtc0 instructions. instructions.
CPO, setl Control space registers. .
Accessed using the ctc0 and cfc0 instructions. * Register number
Figure 5.6 CPO Registers and the TLB
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5.4.1 Format of a TLB Entry

255 217 216 205 204 192
0 MASK 0
39 12 13
191 190 189 168 167 141 140139136 135 128
R 0 VPN2 G| 0 ASID
2 22 27 1 4 8
127 94 93 70 69 6766 6564
0 PFN C |p|vjo
34 24 3 111
63 30 29 6 5 321 0
0 PFN C |D| V|0
34 24 3 111

Figure 5.7 Format of a TLB Entry

Figure 5.7 shows the TLB entry formats for both 32- and 64-bit modes. Each field of an entry has a corresponding field in the
EntryHi, EntryLoQ EntryL o1, or PageMaskegisters.

31 25 24 13 12 0
0 MASK 0
7 12 13
Mask.....Page comparison mask.
0.ue...... Reserved. Must be written as zeroes, and returns zeroes when read.

Figure 5.8 PageMask Register Format

19 5 8
63 62 61 40 39 13 12 8 7 0
R FILL VPN2 0 ASID
2 22 27 5 8

VPNZ ... Virtual page number divided by two (maps to two pages).
ASID .... Address space ID field. An 8-bit field that lets multiple processes share the TLB;
each process has a distinct mapping of otherwise identical virtual page numbers.

Ro...... Region. (00 - user, 01 — supervisor, 11 - kernel) used to match vAddrgs ¢»
Fill........ Reserved. zero on read; ignored on write.
0........... Reserved. Must be written as zeroes, and returns zeroes when read.

Figure 5.9 EntryHi Register Format

The format of théntryHi, EntryLoQ EntryLol, andPageMaskegisters are nearly the same as the TLB entry. The one excep-
tion is theGlobal field (G bit), which is used in the TLB, but is reserved inEméryHi register. Figure 5.8, Figure 5.9, and
Figure 5.10 describe the formats for PageMaskEntryHi, EntryLoO/EntryLolregisters.
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63 30 29 65 3210
0 PFN C |D|V|G
34 24 3 111
63 30 29 65 3210
0 PFN C |D|V|G
34 24 3 111

PFNPage frame number; the upper bits of the physical address.

C Specifies the TLB page coherency attribute; see Table 5.6:.

D Dirty. If this bit is set, the page is marked as dirty and, therefore, writable. This bit is actually a
write-protect bit that software can use to prevent alteration of data.

V  Valid. If this bit is set, it indicates that the TLB entry is valid; otherwise, a TLBL or TLBS miss

occurs.
G Global. If this bit is set in both LoO and Lo1, then the processor ignores the ASID during TLB

lookup.
0 Reserved. Must be written as zeroes, and returns zeroes when read.

Figure 5.10 EntryLoO and EntryLol Register Formats

The TLB page coherency attributg)(bits specify whether references to the page should be cached; if cached, the algorithm
selects between several coherency attributes. Table 5.6: shows the coherency attributes selecdatby the

Table 5.6: TLB Page Coherency (C) Bit Values

C(5:3) Value Page Coherency Attribute
Cacheable, noncoherent, write-through, no write allocate
Cacheable, noncoherent, write-through, write allocate

Uncached, blocking

Cacheable noncoherent (writeback)

Reserved

Reserved

Uncached, non-blocking

N o g M| W N| | O

Bypass

5.4.2 CPO Registers

Table 5.7: lists the CPO registers used by the MMU. The following sections describe each register.
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Table 5.7: CPO Set 0 Memory Management Registers

Reg. No. Register Name
0 Index
1 Random
2 EntryLoO
3 EntryLol
5 PageMask
6 Wired
10 EntryHi
15 PriD
16 Config
17 LLAdr
28 TagLo
29 TagHi

5.4.2.1 Index Register (Set 0, Register 0)

ThelIndexregister is a 32-bit, read/write register containing six bits to index an entry in the TLB. The high-order bit of the reg-
ister shows the success or failure of a TLB Probe (TLB&juction.

The Indexregister also specifies the TLB entry affected by TLB R&adBR ) or TLB Write Index TLBWI) instructions.

31 30 6 5 0
P 0 Index
1 25 6

Figure 5.11 Index Register

Figure 5.11 shows the format of tlielexregister; Table 5.8: describes tinelexregister fields.

Table 5.8: Index Register Field Descriptions

Field

Description

P

Probe failure. Set to 1 when the previous TLBProbe (TLBP) instruction was unsuccess-
ful.

Index

Index to the TLB entry affected by the TLBRead and TLBWrite instructions

Reserved. Must be written as zeroes, and returns zeroes when read.

5.4.2.2 Random Register (Set 0, Register 1)

TheRandonregister is a read-only register of which six bits index an entry in the TLB. This register decrements as each
instruction executes, and its values range between an upper and a lower bound, as follows:

* Alower bound is set by the number of TLB entries reserved for exclusive use by the operating system (the contents of the

Wiredregister).

e An upper bound is set by the total number of TLB entries available (47 maximum when the JTLB is configured as 48
entries, 63 maximum when the JTLB is configured as 64 entries).
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The Randonregister specifies the entry in the TLB that is affected by the TLB Write Random instruction. The register does |
not need to be read for this purpose; however, the register is readable to verify proper operation of the processor.

To simplify testing, thdRandonregister is set to the value of the upper bound upon system reset. This register is also set to th
upper bound when thé&fired register is written.

31 6 5 0

0 Random

26 6

Figure 5.12 Random Register
Figure 5.12 shows the format of tRandonregister. Table 5.9: describes Randonregister fields.

Table 5.9: Random Register Field Descriptions

Field Description

Random | TLB Random index

0 Reserved. Must be written as zeroes, and returns zeroes when read.

5.4.2.3 EntryLoO (Set 0, Register 2) and EntryLol (Set 0, Register 3) Registers

The EntryLoregister consists of two registers that have identical formats:

» EntryLoOis used for even virtual pages.
« EntryLolis used for odd virtual pages.

The EntryLoOandEntryLolregisters are read/write registers. They hold the physical page frame number (PFN) of the TLB
entry for even and odd pages, respectively, when performing TLB read and write operations. Figure 5.10 on page 41 shows
format of these registers.

5.4.2.4 PageMask Register (Set 0, Register 5)

The PageMaskegister is a read/write register used for reading from or writing to the TLB; it holds a comparison mask that
sets the variable page size for each TLB entry.

TLB read and write operations use this register as either a source or a destination; when virtual addresses are presented fi
translation into physical address, the corresponding bits in the TLB identify which virtual address bits among bits 24:13 are
used in the comparison. When thask field is not one of the values shown in Table 5.10:, the operation of the TLB is unde-
fined. Figure 5.8 on page 40 shows the format oPtmeMaskegister.
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Table 5.10: Mask Field Values for Page Sizes

Page Size Bt

242322212019 181716 |15] 14| 13
4 Kbytes ololo[]o[oflo[o[OoO|[O[O[O]oO
16Kbytes |0 |oJoflolof[o|lo|]of[o|o]1]1
64kbytes [0 [0 flo[o|o|of[oflo|1][1]1]1
256Kbytes [ 0 [0 o [o oo 21|21 ]1]1]1
1 Mbyte oloflofol1lafa|la]a][2]1]1
4 Mbytes oloflr[afalafala]a]a]2]1
6Mbytes | 1 [ 2 [ 1122|2222 ]1]1

5.4.2.5 Wired Register (Set 0, Register 6)
TLB

63
_____ 47 T

Range of Random entries

o

< Wirgd
Register

Range of Wired entries

Figure 5.13 Wired Register Boundary
TheWiredregister is a read/write register that specifies the boundary betwegimeai@ndrandomentries of the TLB as

shown in Figure 5.13. Wired entries are fixed, nonreplaceable entries, which cannot be overwritten by a TLB write random
(TLBWR) operation. Random entries can be overwritten.

31 65 0

0 Wired
26 6

Figure 5.14 Wired Register
TheWiredregister is set to zero on a system reset. Writing this register also Setstenregister to the value of its upper
bound (se®kandonregister, above). Figure 5.14 shows the format ofAhred register; Table 5.11: describes the register
fields.

Table 5.11: Wired Register Field Descriptions

Field Description
Wired TLB Wired boundary
0 Reserved. Must be written as zeroes, and returns zeroes when read.
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5.4.2.6 EntryHi Register (Set 0, Register 10)

TheEntryHi register holds the high-order bits of a TLB entry for TLB read and write operations. Figure 5.9 on page 40 show
the format of this register.

The EntryHiregister is accessed by the TLB Probe, TLB Write Random, TLB Write Indexed, and TLB Read Indexed instruc
tions.

When either a TLB refill, TLB invalid, or TLB modified exception occurs, EBméryHi register is loaded with the virtual page
number (VPN2) and the ASID of the virtual address that did not have a matching TLB entry.

5.4.2.7 Processor Revision ldentifier (PRId) Register (Set 0, Register 15)

31 16 15 87 0
0 Imp Rev

16 8 8

Figure 5.15 Processor Revision ldentifier Register Format
The 32-bit, read-onlfProcessor Revision IdentifiéPRId) register contains information identifying the implementation and
revision level of the CPU and CPO. Figure 5.15 shows the format BRidregister; Table 5.12: describes #PRId register
fields.

Table 5.12: PRId Register Fields

Field Description
Imp Implementation number = 0x27
Rev Revision number
0 Reserved. Must be written as zeroes, and returns zeroes when read.

The low-order byte (bits 7:0) of tHeRId register is interpreted as a revision number, and the high-order byte (bits 15:8) is
interpreted as an implementation number. The implementation number of the RM7000 processor is 0x27. The content of tf
high-order halfword (bits 31:16) of the register is reserved.

The revision number is stored as a value in the formwherey is a major revision number in bits 7:4 atid a minor revision
number in bits 3:0.

The revision number can distinguish some chip revisions, however there is no guarantee that changes to the chip will nece:
ily be reflected in th@RIdregister, or that changes to the revision number necessarily reflect real chip changes. For this rea
son, these values are not listed and software should not rely on the revision numbBRildtlegister to characterize the

chip.

5.4.2.8 Config Register (Set 0, Register 16)

The Config register specifies various configuration options which can be selected.

Some configuration options, as definedynfigbits 31:13,11:3 are read from the initialization mode stream by the hardware
during reset and are included in Benfigregister as read-only status bits for the software to access. Other configuration
options are read/writeConfigregister bits 12, 3:0) and controlled by software; on reset these fields are undefined.

Certain configurations have restrictions. Toenfigregister should be initialized by software before caches are used. Caches
should be written back to memory before line sizes are changed, and caches should be reinitialized after any change is me
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31 30 28 27 24232221201918 17 16 151413 1211 9 8 6 54 3 2 0
SC| EC EP SB| SI | EW|TC| CLK|BEEMEB[TE| IC DC |IBDB|SE| KO

1 3 4 2 2 2 1 1 1111 3 3 111 3

Figure 5.16 Config Register Format
Figure 5.16 shows the format of tBenfigregister; Table 5.13: describes thenfigregister fields.

Table 5.13: Config Register Fields

Bit(s) Field Description
31 SC Secondary Cache Present: Value loaded from Mode bit[25].

0: Secondary Cache present
1. Secondary Cache not present.

30:28 EC System clock ratio: Value loaded from Mode bits[7:5]
0:  processor clock frequency divided by 2
processor clock frequency divided by 3
processor clock frequency divided by 4
processor clock frequency divided by 5 or 2.5
processor clock frequency divided by 6
processor clock frequency divided by 7 or 3.5
processor clock frequency divided by 8
processor clock frequency divided by 9 or 4.5

~

27:24 EP Transmit data pattern (pattern for write-back data): Value loaded from Mode bits [4:1]
0: DDDDDoubleword every cycle

DDxDDx2 Doublewords every 3 cycles

DDxxDDxx2 Doublewords every 4 cycles

DxDxDxDx2 Doublewords every 4 cycles

DDxxxDDxxx2 Doublewords every 5 cycles

DDxxxxDDxxxx2 Doublewords every 6 cycles

DxxDxxDxxDxx2 Doublewords every 6 cycles

DDxxxxxxDDxxxxxx2 Doublewords every 8 cycles

8:  DxxxDxxxDxxxDxxx2 Doublewords every 8 cycles

23-22 SB Secondary Cache block size. (fixed at 8 words).
0: 4 words
1: 8words
2: 16 words
3: 32 words
21:20 Sl System Configuration Identifier: Value loaded from Mode bits[17:16].
System designer is free to choose encoding as the CPU is not affected by these bits.
19:18 EW SysAD bus width. Set to 64-bit by default.
00: 64-bit
01, 10, 11:Reserved
17 TC Tertiary Cache Present: Value loaded from Mode bit 12.

0: Tertiary Cache present
1. Tertiary Cache not present.

16 CLK Identifies the value of mode bit 20, set during the boot time initialization process. A value of 1
indicates that the half-integer clock multiplier is enabled.
15 BE Big Endian Mode: Value loaded from the OR function of Mode bit 8 and the BigEndian pin.

0: Little Endian
1. Big Endian
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Bit(s) Field Description
14 EM ECC mode enable. Fixed to parity by default.
0: ECC mode
1. Parity mode
13 EB Block ordering. Fixed to sub-block by default.
0: Sequential
1:  Sub-block
12 TE Tertiary Cache Enable: Setting this bit enables the external tertiary cache controller. (software
writable)
11:9 IC Primary Instruction cache Size (I-cache size = 212*1C pytes). Fixed to 16 Kbytes.
8:6 DC Primary Data cache Size (D-cache size = 212*DC pytes). Fixed to 16 Kbytes.
5 B Primary Instruction cache line size. Fixed to 32 bytes.
0: 16 bytes
1. 32 bytes
4 DB Primary Data cache line size. Fixed to 32 bytes.
0: 16 bytes
1: 32 bytes
3 SE Secondary Cache Enable: Setting this bit enables the secondary cache. (software writable)
2.0 KO kseg0 coherency algorithm (software writable)

5.4.2.9 Load Linked Address (LLAddr) Register (Set 0, Register 17)

The read/writd_oad Linked Addres@& LAddr) register contains the physical address read by the most recent Load Linked
instruction. This register is for diagnostic purposes only, and serves no function during normal operation.

31 0

PAddr(35:4)

32

Figure 5.17 LLAddr Register Format

Figure 5.17 shows the format of theAddr register;PAddr represents bits of the physical address, PA(35:4).
5.4.2.10 TagLo Register (Set 0, Register 28)

TheTagLoregister is a 32-bit read/write registers that state bits and control information for the cache actagkdrkgis-
ter is written by th€€ ACHE andMTCO instructions.

The P field of theTagLoregister is ignored on Index Store Tag operations. Parity is computed by the store operation.

31 87 65 4 3 2 1 0
24 2 11 1 1 1 1

Figure 5.18 TagLo Register Formats (Primary Data Cache)

Note: Figure 5.18 shows the format of the TagLo register when accessing the primary data cache. Table 5.14:
lists the corresponding field definitions of the TagLo register (primary data cache). Figure 5.19 and
Table 5.15: shows the format when accessing the primary instruction cache. Figure 5.20 and Table 5.16:
shows the format when accessing the secondary cache. Figure 5.21 and Table 5.17: shows the format
when accessing the tertiary cache.
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Table 5.14: TagLo Register Fields (Primary Data Cache)

Bit(s) Field Description
7:6 State Primary Data Cache State: Specifies the primary data cache state.
00: Invalid
01: Pending
10: reserved
11: Data Valid
SP Parity: Even parity bit for State field
B Bypass. This bit is set when the secondary and the tertiary cache
bypass coherency is used.
2 Lock: This bit is set when the access is to a locked cache set.
F Fill bit used for FIFO set selection refill algorithm.
0 P Even parity for the PTag, B, L, and F bits.
31 20 19 87 65 3 2 1 0
PreDec 0 State 0 LIF|P
12 12 2 3 1 1 1

Figure 5.19 TaglLo Register Format (Primary Instruction Cache)

Table 5.15: TagLo Register Fields (Primary Instruction Cache)

Bit(s) Field Description
31:20 PreDec | Instruction type predecode bits: Used by hardware to aid in dispatching
instructions to the correct pipeline. Software should never modify these
bits. If these bits are modified, chip behavior becomes undefined and
unpredictable.
7:6 State Primary Instruction Cache State: Specifies the primary instruction
cache state.
00: Invalid
01: Pending
10: Instruction Valid
11: reserved
2 L Lock: This bit is set when the access is to a locked cache set.
F Fill bit used for FIFO set selection refill algorithm
0 Even parity for the PreDec, PTag, State, L, and F bits.
31 98 6 5 4 3 2 1 o0
0 State | SP 0 LIF|P
23 3 1 2 1 1 1
Figure 5.20 TaglLo Register Format (Secondary Cache)
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Table 5.16: TagLo Register Fields (Secondary Cache)

Bit(s) Field Description

8:6 State Specifies the secondary cache state.
000: Invalid

001: Reserved

010: Reserved

011: Reserved

100: Clean Exclusive

101: Dirty Exclusive

110: Pending
111: Dirty Exclusive DCache
5 SP Parity: Even parity bit for State field
2 Lock: This bit is set when the access is to a locked cache set.
1 F Fill bit used for FIFO set selection refill algorithm.
0 P Even parity for the STag, L, and F bits.
31 98 76 0
0 State 0
23 2 7

Figure 5.21 TaglLo Register Format (Tertiary Cache)

Table 5.17: TagLo Register Fields (Tertiary Cache)

Bit(s) Field Description
8:7 State Specifies the tertiary cache state
00: Invalid
01: Reserved
10: Valid
11: Reserved

5.4.2.11 TagHi Register (Set 0 Register 29)

Primary Instruction and Data Cache Format

31 87 0
PTag[35:12] 0
24 8
Secondary Cache Format
31 12 11 0
STag[35:16] 0
20 12
Tertiary Cache Format
31 15 14 0
TTag[35:19] 0
17 15

Figure 5.22 TagHi Register Formats
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TheTagHiregister is a 32-bit read/write register that holds either the primary cache tag, secondary cache tag, or tertiary cache
tag during cache initialization, cache diagnostics, or cache error processirngg Tégisters are written by tH@ACHE and

MTCO instructions. Figure 5.22 shows fRegHiregister formats for the primary caches, secondary cache, and tertiary cache.
The PTag field of each register stores the physical address.

5.4.3 Virtual-to-Physical Address Translation Process

During virtual-to-physical address translation, the CPU compares the 8-bit ASID@fdbal bit, G, is not set) of the virtual
address to the ASID of the TLB entry to see if there is a match. One of the following comparisons are also made:

« In 32-bit mode, the highest 7-to-19 bits (depending upon the page size) of the virtual address are compared to the contents
of the TLB virtual page number.

* In 64-bit mode, the highest 15-t0-27 bits (depending upon the page size) of the virtual address are compared to the con-
tents of the TLB virtual page number.

If a TLB entry matches, the physical address and access contralhi?sgndV) are retrieved from the matching TLB entry.
While theV bit of the entry must be set for a valid translation to take place, it is not involved in the determination of a matching

TLB entry.
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Virtual Address (Input)

For valid VPN
address space, see and
the section describing ASID

Operating Modes
in this chapter.

Address
Error

Exception

Address
] Error

Exception

Yes
Unmapped
"\ Access

Yes

Valid
Address?

No
Address
.

Exception
No -
G No _ ~ ASID \_ No -
=17 > Match? >
Yesfe—— Y
Yes
Valid 32-bit No
address?,
=17 No
Yes Yes
Yes
Yes
Y Non- Y Y Y
TLB cacheable TLB TLB XTLB
Mod Invalid Refill Refill
S .
Exception Exception

Physical Address (Output)
Figure 5.23 TLB Address Translation
Figure 5.23 illustrates the TLB address translation process.
5.4.4 TLB Exceptions
If there is no TLB entry that matches the virtual address, a TLB miss exception occurs. If the access cobtrahdiss (
indicate that the access is not valid, a TLB modification or TLB invalid exception occursAtiiteequal 01§ the physical
address that is retrieved accesses main memory, bypassing the cache.

5.4.5 TLB Instructions

Table 5.18: lists the instructions that the CPU provides for working with the TLB.
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Table 5.18: TLB Instructions

Op Code Description of Instruction
TLBP Translation Lookaside Buffer Probe
TLBR Translation Lookaside Buffer Read
TLBWI Translation Lookaside Buffer Write Index
TLBWR | Translation Lookaside Buffer Write Random

5.5 Code Examples

The first example is how to set up one TLB entry to map a pair of 4KB pages. A real time kernel might do something similar.
Such simple kernels are only using the MMU for memory protection so the static mapping is sufficient. In statically mapped
systems, all TLB exceptions are considered error conditions (access violations).

mtcO r0,CO_WIRED # make all entries available

# to random replacement
li r2, (vpn2<<13)|(asid & Oxff);
mtcO  r2, CO_ENHI # set the virtual address

li r2, (epfn<<6)|(coherency<<3)|(Dirty<<2)|Valid<<1|Global)
mtcO  r2, CO_ENLOO # set the physical address for the even

# page

li r2, (opfn<<6)|(coherency<<3)|(Dirty<<2)|Valid<<1|Global)

mtcO  r2, CO_ENLO1 # set the physical address for the odd
# page
li r2,0 # set the page size to 4KB

mtcO  r2,CO_PAGEMASK

li r2, index_of_some_entry # needed for tlbwi only
mtcO  r2, CO_INDEX # needed for tlbwi only

nop
nop
nop
nop
tibwr # or tlbwi

True virtual memory operating systems (like UNIX) use the MMU for both memory protection and swapping pages between
main memory and a long term storage device. This mechanism allows programs to address more memory than is physically
allocated on the system. This on-demand paging mechanism requires dynamic mapping of pages. The dynamic mapping is
implemented through the different types of MMU exceptions. The TLB Refill exception is the most common exception within

such systems. The following is an example of a possible TLB Refill exception handler.
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refill_exception:

mfcO  kO,CO_CONTEXT
sra k0,k0,1

Iw k1,0(k0)

Iw k0,4(k0)

sli k1,k1,6

srl k1,k1,6

mtcO  k1,CO_TLBLOO
sli k0,k0,6

srl k0,k0,6

mtcO  kO0,CO_TLBLO1
nop

nop

nop

nop

tibwr

eret

This exception handler is kept very simple and short as it is executed often enough to affect system performance. This is tf
reason that the TLB Refill exception is allocated its own exception vector. This code assumes that the required mapping ha
been already set up in the main page table held in main memory. If this is not true then a second exception, a TLB Invalid
exception, will be taken after tl€RET instruction. The TLB Invalid exception happens much less frequently, which is fortu-
nate as it has to calculate the desired mapping, possibly reading portions of the page table from long term storage. The TL
Mod exception is used to implement read-only pages and to mark which pages have been modified for process cleanup co

To further protect different processes and users from each other, true virtual memory operating systems execute user progr

# index into the page table
# read page table

# write a random entry

in user mode. Below is an example of how to enter user mode from kernel mode.

mtcO  r10, CO_EPC

mfcO  rl, CO_SR

and  rlrl, ~(SR_KSU || SR_ERL)

# assume r10 holds desired usermode address
# get current value of Status register
# clear KSU and ERL field

or rl, rl, (KSU_USERMODE || SR_EXL) # setusermode and EXL bit

mtcO rl, CO_SR
nop
nop
nop
nop

eret

# jump to user mode
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Section 6 Floating-Point Unit

This section describes the floating-point unit (FPU) of the RM7000 processor, including the programming model, instructior

set and formats, and the pipeline.

The FPU, with associated system software, fully conforms to the requirements of ANSI/IEEE Standard 7HEEB&N-

dard for Binary Floating-Point Arithmetidn addition, the MIPS architecture fully supports the recommendations of the stan-

dard and precise exceptions.

6.1 Overview

The FPU operates as a coprocessor for the CPU (assigned coproces&Plpbald extends the CPU instruction set to per-

form arithmetic operations on floating-point values.

64 |64|64|64 |64

FP Reg File

Data Cache Instr Cache
g
FCU
A
-~ 64 A4 Control
4 64
FP Bypass
Pipeline Chain " FP ALU"
FP FP FP
Mul/Add | | Div/Sqrt || Ld/St
64 64 64
A A A

Figure 6.1 FPU Functional Block Diagram

Figure 6.1 illustrates the functional organization of the FPU.

6.2 FPU Features

This section briefly describes the operating model, the load/store instruction set, and the coprocessor interface in the FPU.

more detailed description is given in the sections that follow.
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«  Full 64-bit Operation. When theFR bit in the CPUStatusregister equals 0, the FPU is in 32-bit mode and contains
thirty-two 32-bit registers that hold single- or, when used in pairs, double-precision values. WhRRrihie the CPU
Statusregister equals 1, the FPU is in 64-bit mode and the registers are expanded to 64 bits wide. Each register can hold
single- or double-precision values. The FPU also includes a &bbitol/Statugegister that provides access to all IEEE-
Standard exception handling capabilities.

» Load and Store Instruction Set Like the CPU, the FPU uses a load/store-oriented instruction set, with single-cycle load
and store operations.

« Tightly Coupled Coprocessor Interface The FPU resides on-chip to form a tightly coupled unit with a seamless integra-
tion of floating-point and fixed-point instruction sets. Since each unit receives and executes instructions in parallel, some
floating-point instructions can execute at the same single-cycle-per-instruction rate as fixed-point instructions.

6.3 Exceptional Floating Point Input Values

The RM7000 processor contains an enhanced mechanism for handling exceptional floating point input values. This mecha-
nism helps to minimize the number of conditions under which an FP exception is generated, thus improving overall floating
point performance. The RM7000 passes Quiet-Not-a-Number (QNaN) outputs from any QNaN inputs. This is unlike previous
generations of MIPS processors which always takeRabinimplementeéxception when encountering a QNaN input.

The RM7000 generates integer QNaN values when converting a floating point QNaN, SNaN, or INF value. In addition, the
RM7000 generates integer QNaN values when converting an input value that overflows the integer formamaaiidi the
exception is disabled.

The RM7000 generates the correct output for the various combinations of infinity and denormal inputs as shown below. Previ-
ous MIPS implementations would take A Unimplementedxception if any input was a denormal.

1. infinity * denormal = infinity
17. infinity + denormal = infinity
18. denormal/infinity = zero

19. infinity/denormal = infinity

When theFS bit in theFloating-Point Control(FCR31) register is set, the RM7000 treats denormal inputs as zero. Denormal
outputs are flushed to zero and in most cases do not cause an exception due to denormals. This is different from previous gen-
erations of MIPS processors, which only flushed denormal outputs to zero when this bit was set.

Refer to section 6.11, “Special Operand Handling”, for more information on any of the special operand values.
6.4 FPU Programming Model

This section describes the set of FPU registers and their data organization. The FPU registeFaatihglé®oint General
Purposeregister FGRs) and two control register€ontrol/Statusandimplementation/Revision

6.5 Floating-Point General Registers (FGR)

The FPU has a set Bfoating-Point General PurposegisterdFGRS) that can be accessed in the following ways:

» As 32 general purpose registers (32 FGRs), each of which is 32 bits wide wifghliien the CPUStatusregister
equals O; or as 32 general purpose registers (32 FGRs), each of which is 64-bits wid&wheals 1. The CPU
accesses these registers through move, load, and store instructions.

» As 16 floating-point registers (see the next section for a description of FPRs), each of which is 64-bits wide, Ren the
bit in the CPUStatusregister equals 0. The FPRs hold values in either single- or double-precision floating-point format.
Each FPR corresponds to adjacently numbered FGRs as shown in Figure 6.2.

« As 32 floating-point registers (see the next section for a description of FPRs), each of which is 64-bits wide, Ren the
bit in the CPUStatusregister equals 1. The FPRs hold values in either single- or double-precision floating-point format.
Each FPR corresponds to an FGR as shown in Figure 6.2.
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Floating-Point Floating-Point Floating-Point Floating-Point
Registers (FPR) General Purpose Registers Registers (FPR) General Purpose Registers
(FR=0) 31 (FGR) 0 (FR=1) o (FGR) 0
EPRO (least) FGRO FPRO FGRO
(most) FGR1 FPR1 FGR1
FPR2 (least) FGR2 FPR2 FGR2
(most) FGR3 FPR3 FGR3
. ° . [ ]
. ° . [ ]
. ° . [ ]
(least) FGR28 FPR28 FGR28
FPR28
(most) FGR29 FPR29 FGR29
EPR30 (least) FGR30 FPR30 FGR30
(most) EGR31 FPR31 FGR31

Floating-Point
Control Registers

_ (FCR) . - _
Control/Status Register Implementation/Revision Register

31 FCR31 0 31 FCRO 0

Figure 6.2 FPU Registers
6.6 Floating-Point Registers (FPR)

The FPU provides:

» 16 Floating-Pointregisters FPRs) when theé~R bit in theStatusregister equals 0, or
» 32Floating-Pointregisters FPRs) when theé~R bit in theStatusregister equals 1.

These 64-bit registers hold floating-point values during floating-point operations and are physically formed Gemetia¢
Purposeregisters FGR9. When theFR bit in theStatusregister equals 1, tHePRreferences a single 64-BHGR.

TheFPRs hold values in either single- or double-precision floating-point format. Fhkit equals 0, only even numbers
(theleastregister, as shown in Figure 6.2) can be used to adaPéss When thé=R bit is set to a 1, akPRregister numbers
are valid.

If the FR bit equals 0 during a double-precision floating-point operation, the general registers are accessed in double pairs.

Thus, in a double-precision operation, seleckt@ating-Point Register FPRQ actually addresses adjacébating-Point
General Purposeegister=GR0OandFGR1

6.7 Floating-Point Control Registers (FCR)

The FPU has 32 control registeFESOR9 that can only be accessed by move operationsFTis are described below:

«  Thelmplementation/Revisiorgister(FCRO)holds revision information about the FPU.

» TheControl/Statugegister(FCR31)controls and monitors exceptions, holds the result of compare operations, and estab-
lishes rounding modes.

e FCR1to FCR30are reserved.

Table 6.1: lists the assignments of BF@Rs.
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Table 6.1: Floating-Point Control Register Assignments

FCR Number Use
FCRO Coprocessor implementation and revision register
FCR1 - FCR30 |Reserved
FCR31 Rounding mode, cause, trap enables, and flags

6.7.1 Implementation and Revision Register, (FCRO)

The read-onlymplementation and Revisigagister FCRQ specifies the implementation and revision number of the FPU.
This information can determine the coprocessor revision and performance level, and can also be used by diagnostic software.

Implementation/Revision Register (FCRO)
31 16 15 87 0

0 Imp Rev

16 8 8

Figure 6.3 Implementation/Revision Register (FCRO0)
Figure 6.3 shows the layout of the register; Table 6.2: describ&apheEmentation and Revisioagister FCRO fields.

Table 6.2: FCRO Fields

Field Description
Imp Implementation number (0x27)
Rev Revision number in the form of y.x

Reserved. Must be written as zeroes, and returns
zeroes when read.

The revision number is a value of the foym where:

e yis amajor revision number held in bits 7:4.
e Xis a minor revision number held in bits 3:0.

The revision number distinguishes some chip revisions; however, QED does not guarantee that changes to its chips are neces-
sarily reflected by the revision number, or that changes to the revision number necessarily reflect real chip changes. For this
reason revision humber values are not listed, and software should not rely on the revision number to characterize the chip.

6.7.2 Control/Status Register (FCR31)

The Control/Statugegister(FCR3) contains control and status information that can be accessed by instructions in either Ker-
nel or User mode-CR31also controls the arithmetic rounding mode and enables User mode traps, as well as identifying any
exceptions that may have occurred in the most recently executed instruction, along with any exceptions that may have occurred
without being trapped.

58 QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054
408.565.0300 408.565.0335 www.gedinc.com




RM7000™ Family, User Manual Floating-Point Unit

Control/Status Register (FCR31)

31 25 24 23 22 18 17 12 11 76 2 1 0
Cause Enables Flags RM
CC7-CC1 |FS|CCOQ O EVZOUI| VZOUI | VZOUI
7 11 5 6 5 5 2
Legend: .
E = Unimplemented Operation 7 = Division by zero U = Underflow
V = Invalid Operation O = Overflow | = Inexact Operation

Figure 6.4 FP Control/Status Register Bit Assignments

Figure 6.4 shows the format of tlmntrol/Status registeand Table 6.3: describes t@entrol/Statugegister fields. Figure
6.5 shows th€ontrol/StatusegisterCause, Flag, and Enable fields.

Table 6.3: Control/Status Register Fields

Field Description
CC7-CC1 Condition bits 7-1
FS When set, denormalized inputs and results are flushed to 0 instead of causing an unimplemented

operation exception. On the RM7000, even if the FS bit is set, if a madd, msub, nmadd or nmsub
instruction encounters a denormalized result during the multiply portion of the calculation, an unim-
plemented operation exception is always taken.

CcCo Condition bit 0. See description of Control/Status register Condition bit.
Cause Cause bits. See description of Control/Status register Cause, Flag, and Enable bits.
Enables Enable bits. See description of Control/Status register Cause, Flag, and Enable bits.
Flags Flag bits. See description of Control/Status register Cause, Flag, and Enable bits.
RM Rounding Mode bits. See description of Control/Status register Rounding Mode Control bits.

Bit# 17 16 15 14 13 12

Cause
E V Z 0] ) | ‘ Bits
| | | | |
Bit # 11 10 9 8
‘ ‘ Enable
v r4 O U Bits
| | | | |
Bit # 6 5 4 3 2
Flag
Inexact Operation
Underflow
Overflow
Division by Zero
Invalid Operation

Unimplemented Operation
Figure 6.5 Control/Status Register Cause, Flag, and Enable Fields
6.7.2.1 Accessing the Control/Status Register

When theControl/Statugegister is read by a Move Control From Coprocesg@FLC1) instruction, all unfinished instruc-
tions in the pipeline are completed before the contents of the register are moved to the main processor. If a floating-point
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exception occurs as the pipeline empties, the FP exception is taken @kCth@struction is re-executed after the exception
is serviced.

The bits in theControl/Statugegister can be set or cleared by writing to the register using a Move Control To Coprocessor 1
(CTC1) instruction.

6.7.2.2 |EEE Standard 754

IEEE Standard 754 specifies that floating-point operations detect certain exceptional cases, raise flags, and can invoke an
exception handler when an exception occurs. These features are implemented in the MIPS architectuiGawitie the

Enable, andFlag fields of theControl/Statugegister. The=/ag bits implement IEEE 754 exception status flags, and the
Cause andEnable bits implement exception handling.

6.7.2.3 Control/Status Register FS Bit

When theFS bit is set, denormalized results are flushed to 0 instead of causing an unimplemented operation exception. Both
the underflow and inexact exceptions should be disabled by the user for this behavior. Denormalized inputs are flushed to zero.
This new behavior is specific to the RM7000 processor.

Only the arithmetic operations are affected byfisebit.
6.7.2.4 Control/Status Register Condition Bits

When a floating-point Compagperation takes place, the result is stored at one of the eight Conditions bits (bits 31-25,23) to
save or restore the state of the condition. The condition bit is set if the condition is true; the bit is cleared if ibwe isondit
false. The Condition bits are affected only®ympareandMove Control To FPUnstructions.

6.7.2.5 Control/Status Register Cause, Flag, and Enable Fields

Figure 6.5 illustrates th€ause, Flag, andEnable fields of theControl/Statugegister.
6.7.2.5.1 Cause Bits

Bits 17:12 in theControl/Statusegister contairfCause bits, as shown in Figure 6.5, which reflect the results of the most
recently executed instruction. Tl#&ause bits are a logical extension of tBauseregister; they identify the exceptions raised

by the last floating-point operation and raise an interrupt or exception if the corresponding enable bit is set. If moge than o
exception occurs on a single instruction, each appropriate bit is set.

The Cause bits are written by each floating-point operation (but not by load, store, or move operationghihjoée-

mented Operation (E) bit is set to a 1 if software emulation is required, otherwise it remains zero. The other bits are set or
cleared to indicate the occurrence or non-occurrence (respectively) of an IEEE 754 exception.

When a floating-point exception is taken, no results are stored, and the only state affect€ais¢hbit.

6.7.2.5.2 Enable Bits

A floating-point exception is generated any tim€ause bit and the correspondirignable bit are set. A floating-point oper-
ation that sets an enabl&ause bit forces an immediate exception, as does setting@atlse andEnable bits withCTC1.

There is no enable fdvnimplemented Operation (E). Setting Unimplemented Operation always generates a floating-
point exception.

Before returning from a floating-point exception, software must first clear the er@aiesd bits with aCTC1 instruction to
prevent a repeat of the interrupt. Thus, User mode programs can never observe@maddehits set; if this information is
required in a User mode handler, it must be passed somewhere other thetusregister.
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For a floating-point operation that sets only thGsise bits whoseEnable bits are cleared, no exception occurs and the
default result defined by IEEE 754 is stored. In this case, the exceptions that were caused by the immediately previous flog
ing-point operation can be determined by readinghese field.

6.7.2.5.3 Flag Bits

The Flag bits are cumulative and indicate that an exception was raised by an operation that was executed since they were
explicitly reset.Flag bits are set to 1 if an IEEE 754 exception is raised, otherwise they remain unchangeegiits are

never cleared as a side effect of floating-point operations; however, they can be set or cleared by writing a new value into tl
Statusregister, using &ove Control To Coprocessor(CTC1) instruction.

When a floating-point exception is taken, the flag bits are not set by the hardware; floating-point exception softwane is respt
sible for setting these bits before invoking a user handler.

6.7.2.6 Control/Status Register Rounding Mode Control Bits
Bits 1 and 0 in th€ontrol/Statusegister constitute thRounding Mode (RM) field.
As shown in Table 6.4:, these bits specify the rounding mode that the FPU uses for all floating-point operations.

Table 6.4: Rounding Mode Bit Decoding

Rounding
Mode Mnemonic Description
RM(1:0)
0 RN Round result to nearest representable value; round to value with least-significant bit O
when the two nearest representable values are equally near.
1 RZ Round toward 0: round to value closest to and not greater in magnitude than the infinitely
precise result.
RP Round toward + «: round to value closest to and not less than the infinitely precise result.
RM Round toward — o: round to value closest to and not greater than the infinitely precise
result.

6.8 Floating-Point Formats

31 30 23 22 0
S e f

Sign Exponent Fraction
1 8 23

Figure 6.6 Single-Precision Floating-Point Format

The FPU performs both 32-bit (single-precision) and 64-bit (double-precision) IEEE standard floating-point operations. The
32-bit single-precision format has a 24-bit signed-magnitude fraction fiiedjiignd an 8-bit exponeng)( as shown in Figure
6.6.
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63 62 52 51 0
S e f
Sign Exponent Fraction
1 11 52

Figure 6.7 Double-Precision Floating-Point Format

The 64-bit double-precision format has a 53-bit signed-magnitude fractionffisjda(id an 11-bit exponent, as shown in Fig-
ure 6.7.

As shown in the above figures, numbers in floating-point format are composed of three fields:

» signfield,s
e biased exponeng = E + bias
« fraction,f =.b;by..., 1

The range of the unbiased exponErtcludes every integer between the two valugg, Bnd E, 44 inclusive, together with
two other reserved values:

*  Epnin -1 (to encode +0 and denormalized numbers)

*  Emaxt1 (to encode #and NaNs [Not a Number])
For single- and double-precision formats, each representable nonzero numerical value has just one encoding.
For single- and double-precision formats, the value of a numbgidetermined by the equations shown in Table 6.5:.

Table 6.5: Calculating Values in Single and Double-Precision Formats

No. Equation

if E = Eqaxtl and f# 0, then vis NaN, regardless of s

if E = Epaxtl and f=0, then v=(-1)% o

if E = Epp—1and f # 0, then v = (-1)52EMN(0.5)

1
2
3 |if Emin < E < Emax, then v= (=1)525(1.9
4
5

if E = Epin—1 and f = 0, then v=(-1)°0

For all floating-point formats, ¥ is NaN, the most-significant bit 6@determines whether the value is a signaling or quiet
NaN: vis a signaling NaN if the most-significant bitfaé set, otherwiseyis a quiet NaN.

Table 6.6: defines the values for the format parameters; minimum and maximum floating-point values are given in Table 6.7:.
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Table 6.6: Floating-Point Format Parameter Values

Parameter Forma
Single Double
Emax +127 +1023
Enmin -126 -1022
Exponent bias +127 +1023
Exponent width in bits 8 11
Integer bit hidden hidden
f (Fraction width in bits) 24 53
Format width in bits 32 64
Table 6.7: Minimum and Maximum Floating-Point Values
Type Value

Float Minimum

1.40129846e—-45

Float Minimum Norm

1.17549435e-38

Float Maximum

3.40282347e+38

Double Minimum

4.9406564584124654e—-324

Double Minimum Norm

2.2250738585072014e—-308

Double Maximum

1.7976931348623157e+308

6.9 Binary Fixed-Point Format

Binary fixed-point values are held in two’s complement format. Unsigned fixed-point values are not directly provided by the
floating-point instruction set. Figure 6.8 illustrates binary fixed-point formats; Table 6.8: lists the binary fixed-po@tt form

fields.

31 30 0
Sign Integer (Word)
1 31
63 62 0
Sign Integer (Long)
1 63
Figure 6.8 Binary Fixed-Point Formats
Field assignments of the binary fixed-point format are described in Table 6.8..
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Table 6.8: Binary Fixed-Point Format Fields

Field Description
sign sign bit
integer integer value

The integeQuiet Not a NumbefQNaN) value is represented as the largest positive integer. For the word format the QNaN
value is Ox7FFF FFFF. For the long format the QNaN value is Ox 7FFF FFFF FFFF FFFF.

6.10 Floating-Point Instruction Set Overview

All FPU instructions are 32 bits long and are aligned on a word boundary. They can be divided into the following groups:

e Load, Store, and Moveinstructions move data between memory, the main processor, drh@eneral Purposesg-
isters.

» Conversioninstructions perform conversion operations between the various data formats.
e Computational instructions perform arithmetic operations on floating-point values in the FPU registers.
« Compare instructions perform comparisons of the contents of registers and set a conditional bit based on the results.

» Branch on FPU Conditioninstructions perform a branch to the specified target if the specified coprocessor condition is
met.

In the instruction formats shown in Table 6.9: through Table 6.12mtreppended to the instruction opcode specifies the data
format: Sspecifies single-precision binary floating-poibtspecifies double-precision binary floating-poMispecifies 32-
bit binary fixed-pointandL specifies 64-bit (long) binary fixed-point.

Table 6.9: FPU Instruction Summary: Load, Move and Store Instructions

OpCode Description
CFC1 Move Control Word From FPU
CTC1 Move Control Word To FPU

DMFC1 Doubleword Move From FPU
DMTC1 Doubleword Move To FPU

LDC1 Load Doubleword to FPU

LDXC1 Load Doubleword Indexed to FPU
LWC1 Load Word to FPU

LWXC1 Load Word Indexed to FPU

MFC1 Move Word From FPU

MTC1 Move Word To FPU

PREFX Prefetch Indexed - Register + Register
SDC1 Store Doubleword From FPU

SDXC1 Store Doubleword Indexed From FPU
SWC1 Store Word from FPU

SWXC1 Store Word Indexed from FPU

MOVF GPR Conditional Move on FP False
MOVEfmt | FP Conditional Move on FP False
MOVN.fmt | FP Conditional Move on GPR non-zero
MOVT GPR Conditional Move on FP True
MOVT.fmt | FP Conditional Move on FP True
MOVZ.fmt | FP Conditional Move on GPR zero
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Table 6.10: FPU Instruction Summary: Conversion Instructions

OpCode

Description

CEIL.W.fmt

Floating-point Ceiling to 32-bit Fixed Point

CEIL.L.fmt

Floating-point Ceiling to 64-bit Fixed Point

CVT.S.fmt

Floating-point Convert to Single FP

CVT.D.fmt

Floating-point Convert to Double FP

CVT.W.fmt

Floating-point Convert to 32-bit Fixed Point

CVT.L.fmt

Floating-point Convert to 64-bit Fixed Point

FLOOR.W.fmt

Floating-point Floor to 32-bit Fixed Point

FLOOR.L.fmt

Floating-point Floor to 64-bit Fixed Point

ROUND.W.fmt

Floating-point Round to 32-bit Fixed Point

ROUND.L.fmt

Floating-point Round to 64-bit Fixed Point

TRUNC.W.fmt

Floating-point Truncate to 32-bit Fixed Point

TRUNC.L.fmt

Floating-point Truncate to 64-bit Fixed Point

Table 6.11: FPU Instruction Summary: Computational Instructions

OpCode

Description

ADD.fmt

Floating-point Add

SUB.fmt

Floating-point Subtract

MUL.fmt

Floating-point Multiply

DIV.fmt

Floating-point Divide

ABS.fmt

Floating-point Absolute Value

MOV.fmt

Floating-point Move

NEG.fmt

Floating-point Negate

SQRT.fmt

Floating-point Square Root

MADD.fmt

Floating-point Multiply-Add

MSUB.fmt

Floating-point Multiply-Subtract

NMADD.fmt

Floating-point Negated Multiply-Add

NMSUB.fmt

Floating-Point Negated Multiply-Subtract

RECIP.fmt

Floating-point Reciprocal

RSQRT.fmt

Floating-point Reciprocal Square Root

Table 6.12: FPU Instruction Summary: Compare and Branch Instructions

OpCode

Description

C.cond.fmt

Floating-point Compare

BC1T

Branch on FPU True

BC1F

Branch on FPU False

BC1TL

Branch on FPU True Likely

BC1FL

Branch on FPU False Likely
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6.10.1 Floating-Point Load, Store, and Move Instructions
This section discusses the manner in which the FPU uses the load, store and move instructions listed in Table 6.9:.
6.10.1.1 Transfers Between FPU and Memory

All data movement between the FPU and memory is accomplished by using one of the following instructions:

* Load Word To Coprocessor IWC1/LWXC1) or Store Word From CoprocessorSMWC1/SWXC1) instructions, which
reference a single 32-bit word of the FPU general registers

e Load Doubleword(DC1/LDXC1) or Store DoublewordSDC1/SDXC1) instructions, which reference a 64-bit double-
word.

These load and store operations are unformatted. No format conversions are performed and therefore no floating-point excep-
tions can occur due to these operations.

6.10.1.2 Transfers Between FPU and CPU

Data can also be moved directly between the FPU and the CPU by using one of the following instructions:

* Move To Coprocessor(MTC1)

Move From Coprocessor(MFC1)

* Doubleword Move To Coprocesso{MTC1)

*  Doubleword Move From CoprocessofldIMFC1)

Like the floating-point load and store operations, these operations perform no format conversions and never cause floating-

point exceptions. The instruction followingrC1 or DMTC1 instruction can use the contents of the modified register.
There is no delay slot fordTC1 or DMTCL instruction.

6.10.1.3 Load Delay and Hardware Interlocks

The instruction immediately following a load can use the contents of the loaded register. In such cases the hardware interlocks
requiring additional real cycles; for this reason, scheduling load delay slots is desirable, although it is not requiied for fu
tional code.

6.10.1.4 Data Alignment

All coprocessor loads and stores reference the following aligned data items:

» For word loads and stores, the access type is always word, and the low-order 2 bits of the address must always be 0.

» For doubleword loads and stores, the access type is always doubleword, and the low-order 3 bits of the address must
always be 0.

6.10.1.5 Endianness

Endianness refers to the order that bytes are stored in memory. In big-endian systems the byte reached with the lowest byte
address in a half-word, word, or double-word datum, will be the left-most byte. In a little-endian system the byte reached with
the lowest byte address in a half-word, word, or double-word datum, will be the right most byte.

Regardless of byte-numbering order (endianness) of the data, the address specifies the byte in the addressed field with the low
est byte address. The other byte or bytes in the datum can be reached with positive offsets from this base address.

6.10.2 Floating-Point Conversion Instructions

Conversion instructions perform conversions between the various data formats such as single- or double-precision, fixed- or
floating-point formats.
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6.10.3 Floating-Point Computational Instructions

Computational instructions perform arithmetic operations on floating-point values, in registers. There are two categories of
computational instructions:

« 3-Operand Register-Typestructions, which perform floating-point addition, subtraction, multiplication, and division

e 2-Operand Register-Typastructions, which perform floating-point absolute value, move, negate, and square root opera-
tions

* 4-Operand Register-Type instructions, which perform floating-point multiply-add operations.

For a detailed description of each instruction, refer to the MIPS |V instruction set manual.

6.10.3.1 Branch on FPU Condition Instructions

The Branch on FPU (coprocessor unit 1) condition instructions that can test the result of the FPU €h@@NB) instruc-
tions. For a detailed description of each instruction, refer to the MIPS IV instruction set manual.

6.10.3.2 Floating-Point Compare Instructions

The floating-point compareC(FMT.COND) instructions interpret the contents of two FPU registersiin the specified
format fmt) and arithmetically compare them. A result is determined based on the comparison and cocalitipapécified
in the instruction.

Table 6.13: lists the mnemonics for the compare instruction conditions.

Table 6.13: Mnemonics and Definitions of Compare Instruction Conditions

Mnemonic Definition Mnemonic Definition

T True F False

OR Ordered UN Unordered

NEQ Not Equal EQ Equal

OLG Ordered or Less Than or Greater Than UEQ Unordered or Equal

UGE Unordered or Greater Than or Equal oLT Ordered Less Than

OGE Ordered Greater Than ULT Unordered or Less Than

UGT Unordered or Greater Than OLE Ordered Less Than or Equal
OGT Ordered Greater Than ULE Unordered or Less Than or Equal
ST Signaling True SF Signaling False

GLE Greater Than, or Less Than or Equal NGLE Not Greater Than or Less Than or Equal
SNE Signaling Not Equal SEQ Signaling Equal

GL Greater Than or Less Than NGL Not Greater Than or Less Than
NLT Not Less Than LT Less Than

GE Greater Than or Equal NGE Not Greater Than or Equal

NLE Not Less Than or Equal LE Less Than or Equal

GT Greater Than NGT Not Greater Than

6.11 Special Operand Handling

In most situations the RM7000 can pass QNaN input operands to the output without taking an unimplemented FP exception

can also recognize situations where denormals and infinity operands would produce exact results.
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Table 6.15: shows how the RM7000 behaves with different combinations of these floating-point special operands. Table 6.14:
defines the abbreviations used in Table 6.15:.

Table 6.14: Operand Abbreviations

Abbreviation Definition
SNaN Signalling Not a Number
SNaN-B Not a SNaN
QNaN Quiet Not a Number
NaN Not a Number
NaN-B Not a NaN
Inf Infinity
Inf-B Not Infinity, Not NaN
Max Maximum representable number
Min Minimum representable number
Norm Normal representable FP number
DeNorm DeNormal FP number
Zero Signed zero
Zero-B Non-zero normal number
* Any value

Table 6.15: Floating-Point Special Operands

Exception Exception FS Mode
Operation | OpA OpB OpC Enabled Disabled Remarks
Result

Result Result
* SNaN * * Invalid Gen QNaN SNaN has the highest
* * SNaN  |* Invalid Gen QNAN priority.
* QNaN SNaN-B |SNaN-B |Pass QNaN Pass QNaN ONaN has the next
* SNaN-B |QNaN SNaN-B | Pass QNaN Pass QNaN highest priority.
Add-Subtract (OpA + OpB)
Add Inf Norm OpA OpA Treat denorm as zero
Sub in FS mode.
Add Inf DeNorm OpA OpA
Sub
Add DeNorm | DeNorm Unimple- Unimple- + 0
Sub mented mented
Add DeNorm |Norm Unimple- Unimple- OpB
Sub mented mented
Add Norm DeNorm Unimple- Unimple- OpA
Sub mented mented
Add +Inf -Inf Invalid Gen QNaN
Add -Inf +Inf Invalid Gen QNaN
Sub +Inf +Inf Invalid Gen QNaN
Sub -Inf -Inf Invalid Gen QNaN
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Exception Exception FS Mode

Operation OpA OpB OpC Enabled Disabled Remarks
Result
Result Result

Multiply-Accumulate (OpA * OpB) + OpC
MAdd Zero-B | Zero-B NaN Unimple- Unimple- Unimple- Cannot determine
MSub mented mented mented flags
MAdd QNaN * SNaN Invalid Gen QNaN Sets flags invalid
MSub
MAdd Inf * SNaN Invalid Gen QNaN Invalid flag set
MSub
MAdd Zero * SNaN Invalid Gen QNaN Invalid flag set
MSub
MAdd DeNorm |DeNorm |SNaN Unimple- Unimple- Gen QNaN Sets invalid in FS
MSub mented mented mode
MAdd DeNorm |Zero-B |SNaN Unimple- Unimple- Gen QNaN Invalid, sets V
MSub mented mented
MAdd Inf Zero * Invalid Gen QNaN Invalid flag set
MSub
MAdd Inf Inf QNaN Pass QNaN Pass QNaN
MSub
MAdd Inf DeNorm | QNaN Pass QNaN Pass QNaN Gen QNaN Invalid flag set in FS
MSub mode
MAdd Inf Zero-B  |QNaN Pass QNaN Pass QNaN No flags
MSub
MAdd Inf-B Zero QNaN Pass QNaN Pass QNaN
MSub
MAdd Zero Denorm |QNaN Pass QNaN Pass QNaN
MSub
MAdd DeNorm |DeNorm |QNaN Unimple- Unimple- Pass QNaN
MSub mented mented
MAdd DeNorm |Zero-B | QNaN Unimple- Unimple- Pass QNaN Associate with pass-
MSub mented mented ing NaN
MAdd Inf Zero-B Inf-B + Inf + Inf
MSub
MAdd Inf Inf Inf-B + Inf + Inf
MSub
MAdd Inf DeNorm |Inf-B + Inf t+ Inf Gen QNaN Invalid flag set in FS
MSub mode
MAdd Inf-B Inf-B DeNorm | Unimple- Unimple- OpA * OpB
MSub mented mented
MAdd Zero Inf-B Norm + OpC + OpC + OpC
MSub
MAdd DeNorm | Inf-B Norm Unimple- Unimple- + OpC In FS mode
MSub mented mented
MAdd Zero Inf-B Inf + Inf + Inf + Inf
MSub
MAdd DeNorm | Inf-B Inf Unimple- Unimple- + Inf In FS mode
MSub mented mented
MAdd +Inf +NaN-B | -Inf Invalid Gen QNaN Sets invalid flag
MAdd -Inf -NaN-B | -Inf Invalid Gen QNaN Sets invalid flag
MAdd -Inf +NaN-B | +Inf Invalid Gen QNaN Sets invalid flag
MAdd +Inf -NaN-B | +Inf Invalid Gen QNaN Sets invalid flag
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Exception Exception FS Mode
Operation | OpA OpB OpC Enabled Disabled Remarks
Result
Result Result
MSub +Inf +NaN-B | +Inf Invalid Gen QNaN Sets invalid flag
MSub -Inf -NaN-B | +Inf Invalid Gen QNaN Sets invalid flag
MSub -Inf +NaN-B | -Inf Invalid Gen QNaN Sets invalid flag
MSub +Inf -NaN-B | -Inf Invalid Gen QNaN Sets invalid flag
Divide - OpA / OpB
Reciprocal - 1 / OpA
Square Root - sqrt(OpA)
Reciprocal Square Root - 1 / sqrt(OpA)
Div Inf Inf Invalid Gen QNaN Sets invalid flag
Div Inf Inf-B + Inf + Inf + Inf
Div Zero Zero Invalid Gen QNaN Sets invalid flag
Div Zero DeNorm + 0 + 0 Gen QNaN Sets V cause in FS
mode
Div Zero Zero-B + 0 + 0
Div Zero Inf + 0 + 0
Div DeNorm | Zero Div/Zero + Inf Gen QNaN Sets V cause in FS
mode
Div DeNorm | DeNorm Unimple- Unimple- Gen QNaN Sets V cause in FS
mented mented mode
Div DeNorm | Inf + 0 + 0 + 0
Div Zero-B Zero Div/Zero + Inf Sets Z
Div Zero-B DeNorm Unimple- Unimple- + Inf Sets Z cause in FS
mented mented mode
Recip Zero Div/Zero + Inf
Recip DeNorm Unimple- Unimple- + Inf Sets Z cause in FS
mented mented mode
Sart DeNorm Unimple- Unimple- + 0
mented mented
Sart -Norm Invalid Gen QNaN
Rsqrt Zero Div/Zero + Inf Sets Z
Rsqrt DeNorm Unimple- Unimple- + Inf Sets Z cause in FS
mented mented mode
Multiply - OpA * OpB
Mul Inf Zero Invalid Gen QNaN
Mul Inf DeNorm + Inf + Inf Gen QNaN sets V cause in FS
mode
Mul Inf Zero-B + Inf + Inf
Mul DeNorm | DeNorm Unimple- Unimple- + 0 Treat denorm as 0
mented mented
Mul DeNorm |Norm Unimple- Unimple- + 0 in FS mode
mented mented
Mul Zero Inf-B + 0 + 0 + 0
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Exception Exception FS Mode
Operation OpA OpB OpC Enabled Disabled Remarks
Result
Result Result
Convert-S ~ D
cvt.s.d Zero Zero Zero
cvt.s.d DeNorm Unimple- Unimple- Zero
mented mented
cvt.s.d SNaN Invalid Gen QNaN
(single)
cvt.s.d QNaN Unimple- Unimple-
mented mented
cvt.s.d Inf Inf (single) Inf (single)
Convert-D ~ S
cvt.d.s Zero Zero Zero
cvt.d.s DeNorm Unimple- Unimple- Zero
mented mented
cvt.d.s SNaN Invalid Gen QNaN
(double)
cvt.d.s QNaN Unimple- Unimple-
mented mented
cvt.d.s Inf Inf (double) Inf (double)
Convert-W ~ S
cvt.w.s Zero Zero Zero
cvt.w.s DeNorm Unimple- Unimple- Zero
mented mented
cvt.w.s SNaN Invalid Gen QNaN
(word)
cvt.w.s QNaN Invalid Gen QNaN
(word)
cvt.w.s Inf Invalid Gen QNaN
(word)
cvt.w.s Norm Invalid Gen QNaN On overflow
(word) (in>2%1-1) or
(in < -231)
Convert-L - S
cvt.l.s Zero Zero Zero
cvtls DeNorm Unimple- Unimple- Zero
mented mented
cvt.l.s SNaN Invalid Gen QNaN
(long)
cvt.l.s QNaN Invalid Gen QNaN
(long)
cvt.l.s Inf Invalid Gen QNaN
(long)
cvt.l.s Norm Unimple- Unimple- 252 ~jp <283
mented mented 252 5 i > 963
cvt.l.s Norm Invalid Gen QNaN On overflow
(long) (in > 25%) or (in < -263)
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Exception Exception FS Mode
Operation | OpA OpB OpC Enabled Disabled Remarks
Result
Result Result
Convert-W —~ D
cvt.w.d Zero Zero Zero
cvt.w.d DeNorm Unimple- Unimple- Zero
mented mented
cvtw.d SNaN Invalid Gen QNaN
(word)
cvt.w.d QNaN Invalid Gen QNaN
(word)
cvt.w.d Inf Invalid Gen QNaN
(word)
cvtw.d Norm Invalid Gen QNaN On overflow
(word) (in > 281-1) or
(in < -231)
Convert-L - D
cvt.l.d Zero Zero Zero
cvtl.d DeNorm Unimple- Unimple- Zero
mented mented
cvt.l.d SNaN Invalid Gen QNaN
(long)
cvt.l.d QNaN Invalid Gen QNaN
(long)
cvtl.d Inf Invalid Gen QNaN
(long)
cvt.l.d Norm Unimple- Unimple- 252 ~jn <283
mented mented 252 5 in > 963
cvtl.d Norm Invalid Gen QNaN On overflow
(long) (in > 25%) or (in < -263)
Absolute
abs Zero Zero Zero Sign=0
abs DeNorm DeNorm DeNorm Zero Sign=0
abs Inf Inf Inf Sign =0
abs SNaN Invalid Gen QNaN
abs QNaN Pass QNaN Pass QNaN
Negate
neg Zero Zero Zero Appropriately signed
neg DeNorm DeNorm DeNorm Zero Appropriately signed
neg Inf Inf Inf Appropriately signed
neg SNaN Invalid Gen QNaN
neg QNaN Pass QNaN Pass QNaN

6.12 FPU Instruction Pipeline Overview

The FPU provides two execution units that parallel the integer ALU.

The FP Load/Store unit executes the memory transaction§F@H/CTC1/MFC1/MTC1/conditional moveinstructions for
the FPU. The FP Load/Store unit uses a 5-stage pipeline similar to the integer ALU. In this pipeline, the FP register updates
occur in the W stage.
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The second execution unit is called the FP ALU. The FP ALU is comprised of the FP Multiply/Add unit and the Divide/Sqrt
unit.The Divide/Sqrt unit executes divide, square root, reciprocal, and reciprocal square root instructions. The FP Multiply/
Add unit is used for all other FP ALU operations. The FP ALU uses a seven stage pipeline. The first five stages uses the sa
names as the integer pipeline. The X (eXtended) and E (End) stages are appended after the W stage. In this longer pipeline
FP register updates occur in the E stage.

The Multiply/Add unit has an internal 4-cycle pipeline. An instruction’s operands and operation enter this internal pipeline a
the A stage of the FP ALU. Once an instruction’s operation enters this internal pipeline, it always runs to completion withou
waiting for the stalls or slips that might be affecting the rest of the FP ALU. The completed result always leaves this interna
pipeline in either 4, 5 or 6 processor cycles. An instruction that uses the Multiply/Add unit can occupy the A stage of the FP
ALU for 1, 2, or 3 running (non-stalled) processor cycles. When a result is completed at the end of this internal pgipeline, it
passed to the seven stage pipeline in one of the A, D, W, X or E stages

The FP Divide/Sqrt unit is not pipelined. Divide/Sqrt operands enter this unit in the A stage of the FP ALU. An instriction tha
uses this unit will only occupy the A stage for one running (non-stalled) cycle. Results from this unit can enter thgyseven sta
pipeline out of code order.

The FPU control logic schedules when the completed results from the different units can enter the seven stage pipeline to
update the registers. Once an instruction has entered the W stage, it is guaranteed to not cause an exception and will alwe
update it's destination register. To reduce the effects of this longer pipeline, bypass logic is used to forward an'gstruction
results as soon as possible to subsequent instructions.

6.12.1 Instruction Execution

One | One | One | One | One | One ’ One
’ Cycle‘ Cycle’ Cycle’ Cycle’ Cycle’ Cycle | Cycle ’

| 1] 21 [1R|2R[1A]2A]1D]2D|1W]2w[1X|2X | 1E | 2E]|

| 11| 21 |1R|2R[1A[2A]1D[2D[1W[2w]|1X [2X|1E | 2E |

| 11] 21 [1R]2R[1A] 2A]1D]2D[1W]2wW| 1X | 2X | 1E | 2E]

[11] 21 [1R[2R]1A]2A]1D]2D[1W]2wW]1X[2X]1E [ 2E]

[ 11] 21 [1R[2R[1A[2A]1D[2D[aw[2w] 1X] 2X|1E | 2E |

| 11] 21 [1R]2R[1A[2A]1D]2D [1W]2W] 1X[2X]|

| 11] 21 [1R|2R[1A]2A]1D]2D|1W|2W]

Figure 6.9 FPU Instruction Pipeline

Figure 6.9 illustrates the 7-instruction overlap in the FPU Multiply/Add unit. The figure assumes that one instruction is com-
pleted every PCycle.

6.12.2 Instruction Execution Cycle Time

Unlike the CPU, which executes almost all instructions in a single cycle, more time may be required to execute FPU instruc
tions.

Appendix C, “Cycle Time and Latency Tables”, gives the minimum latency, in processor pipeline cycles, of each floating-poir
operation for the currently implemented configurations. These latency calculations assume the result of the operation is imr
diately used in a succeeding operation.
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6.12.3 Instruction Scheduling Constraints

Note: The FPU control logic is kept from issuing instructions to the FPU ALU units (Multiply/Add and Divide/
Sqrt) by the limitations in their micro-architectures - a pipeline stage is already busy, the desired unit is
already busy, operand registers are not ready, etc. An FPU ALU instruction can be issued at the same
time as any other non-FP ALU instructions. This includes all integer instructions as well as floating-
point loads and stores.
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Section 7 Cache Organization and Operation

The RM7000 contains three separate caches:

e Primary Instruction Cache This 16 Kbyte, 4-way set associative cache contains only instruction information.
» Primary Data Cache: This 16 Kbyte, 4-way set associative cache contains only data information.
» Secondary Cache: This 256 Kbyte, 4-way set associative cache contains both instruction and data information.

7.1 Caches Overview

The primary caches each require one cycle to access. Each primary cache has its own 64-bit read data path and 128-bit w
data path, allowing both caches to be accessed simultaneously. The primary caches provide the integer and floating-point u
with an aggregate bandwidth of over 5 GBytes per second.

The secondary cache also has a 64-bit data path and is accessed only on a primary cache miss. The secondary cache can
accessed in parallel with either of the primary caches and has a three-cycle miss penalty on a primary cache miss.

During a primary instruction or data cache refill, the secondary cache provides 64 bits of data every cycle followirgg the initi
3-cycle latency. This results in a aggregate bandwidth of 2.5 GBytes per second.

In addition to the three on-chip caches, the RM7000 provides a dedicated tertiary cache interface and supports tertiary cac
sizes of 512 Kbytes, 2 Mbytes, and 8 Mbytes. The tertiary cache is only accessed after a secondary cache miss and hence
not be accessed in parallel with the secondary cache. Both the secondary and tertiary caches can be disabled by setting tt
appropriate bits in the CROonfigregister. The secondary and tertiary caches are only capable of block writes and are never
modified on a partial write. All of the RM7000 caches are virtually indexed and physically tagged, eliminating the patential fo
virtual aliasing.

Having multiple cache hierarchies on-chip means that special consideration must be given during a primary cache flush op:
tion. In previous designs with no on-chip secondary cache, flushing of the primary caches caused the data to be moved to
chip secondary cache or main memory. Using the same code sequence in the RM7000 still moves data to the secondary ce
But since the secondary cache is on-chip, it must also be flushed in order to move the data off-chip. To manage this multipl
cache hierarchy, the RM7000 uses a combination of secondary cache operations (cacheopSYaltl ithetruction to

assure that store data intended for main memory actually appears at the signal pins instead of being written to the seconds
cache. Execution of tH@YNC instruction guarantees that all previous load or store instructions are completed before any of
the instructions following th8YNC instruction can be executed.

7.1.1 Non-Blocking Caches

The RM7000 implements a non-blocking architecture for each of the three on-chip caches. Non-blocking caches improve
overall performance by allowing the cache to continue operating even though a cache miss has occurred.

In a typical blocking-cache implementation, the processor executes out of the cache until a miss occurs, at which time the |
cessor stalls until the miss is resolved. The processor initiates a memory cycle, fetches the requested data, places it in the
cache, and resumes execution. This operation can take many cycles depending on the design of the memory system.

In a non-blocking implementation, the caches do not stall on a miss. The processor continues to operate out of the primary
caches until one of the following events occurs:

1. Two cache misses are outstanding and a third load/store instruction appears on the instruction bus.
2. A subsequent instruction requires data from either of the instructions that caused the cache misses.
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The RM7000 supports two outstanding cache misses for both the primary and secondary caches. When a primary cache miss
occurs, the processor checks the secondary cache to determine if the requested data is present. If the data is not present a te
tiary cache/main memory access is initiated. In this case, even though there was a primary and subsequent secondary cache
miss, they are seen by the processor as one miss since both accesses were for the same address location.

During this time the processor continues executing out of the primary cache. If a second primary cache miss occurs a second
secondary cache access is generated. Even though two cache misses are outstanding, the processor continues to execute out of
the primary cache. If a third primary cache miss occurs prior to the time either of the two aforementioned misses have been
resolved, the processor stalls until either one is completed.

The non-blocking caches in the RM7000 allow for more efficient use of techniques such as loop unrolling and software pipe-
lining. To take maximum advantage of the caches, code should be scheduled to move loads as early as possible, away from
instructions that may actually use the data.

To facilitate systems that have I/O devices which depend on in-order loads and stores, the default setting for the RM7000 is to
force uncached references to be blocking. These uncached references can be changed to non-blocking by using the new
uncached, non-blocking cache coherency attribute (code 6). Refer to section 7.6, “Cache Coherency” on page 88, for more
information.

7.1.2 Cache Locking

The RM7000 processor supports cache locking of the primary and secondary caches on a per-line basis. Cache locking allows
critical code or data segments to be locked into the caches. In the primary data and secondary caches, the locked contents can
be updated on a store hit, but cannot be selected for replacement on a miss. Each of the three caches can be locked separately.
However, only two of the four sets of each cache can be locked.

The RM7000 allows a maximum of 128 Kbytes of data or code to be locked in the secondary cache, a maximum of 8 Kbytes
of code to be locked in the instruction cache, and a maximum of 8 Kbytes of data to be locked in the data cache.

Primary cache locking is accomplished by setting the appropriate cache lock enable bits and specifying which set to lock in the
ECCregister, then bringing the desired data/code into the caches by using either a Load instruction for data, or a
FILL_ICACHE CACHE operation for instructions while the cache lock enable bit is set. Locking in the secondary cache is
accomplished by setting a separate secondary cache lock enable bE@Cthegister, then executing either a load instruction

for data, or &ILL_ICACHE instruction for instructions while the secondary cache lock enable bit is set. It is recommended

that the instruction stream that loads the caches for locking be executed from an uncached address segment in order to not pol-
lute the icache. Table 7.1: shows how B@C register bits control cache locking and set selection.

Table 7.1: Cache Locking Control

Cache Lock Enable Set Select How to activate
Primary Instruction | ECC[27] ECC[28]=0 - A CACHE Fill_I
ECC[28]-1 - B
Primary Data ECCJ[26] ECC[28]=0 - A Load/Store
ECC[28]=1 - B
Secondary ECCI[25] ECC[28]=0 - A CACHE Fill_l or
ECC[28]=1 - B Load/Store

Only sets A and B of a cache can be locke@C/[28] determines the set to be locked as shown in Table 7.1:, Set A can be
locked by clearing theCC[28] bit and performing a load operation. Set B can then be locked by settiBg &/e8] bit and
performing another load operation. This procedure allows both sets to be locked together. With the desired data/code in the
caches, setting the lock enable bit inhibits cache updates. The lock enable bits should be cleared to allow future memory trans
actions to fill the caches normally.

A locked cache line can be unlocked by either clearing the lock bit in the tag RAM usiNgtE¥ STORE_TAG CACHE
instruction, or by invalidating the cache line using one of the invali@A@HE instructions. Invalidation of a cache line
causes that line to be unlocked, even if the corresponding lock bit has not been cleared. Once the processor invalielates the li
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it becomes a candidate for a fill operation. When the fill cycle occurs the lock bit is cleared. Refer to section 7.8,d@ede Ex |
ples” on page 93, for an example code sequence of a cache locking operation.

A new bypass coherency attribute (code 7) can be used to bypass the secondary and tertiary caches. However, this attribute
also be used to lock the contents of the secondary cache. The secondary cache is first preloaded with data using one of th
other coherency attributes. The bypass or uncached coherency attribute is then used for all subsequent instruction and dat
accesses to implicitly lock the secondary cache. Using this method causes the secondary cache to behave as a read-only |
ory and ensures that data is never overwritten by a cache line fill or writeback.

7.1.3 Cache Line Ownership

The processor is the owner of and is responsible for the contents of a cache line when that line is in the dirty exelusive stat
There is only one owner for each cache line.

The ownership of a cache line is set and maintained through the following protocol:

e The processor assumes ownership of a primary cache line if the state of that line Baitatfadid or InstrValid state.

* The processor assumes ownership of a secondary cache line if that line wiitytbeclusiveor dirty-exclusive-Dcache
state.

» If the processor owns a cache line that is in a writeback page and that line is replaced during the exedititebath
or Writeback Invalidateoperation, it writes the line back to memory.

e Main memory always owns clean cache lines.
» The processor gives up ownership of a cache line when the state of the cache line changes to invalid.

7.1.4 Write Buffers

The RM7000 incorporates five secondary cache write buffers and one primary cache write buffer. The primary cache write
buffer is located between the data cache and the secondary cache and provides temporary storage for either one data cac
writeback, or four separate uncached stores. Four secondary cache write buffers are used for temporary storage of cacheli
writebacks out of the secondary cache to the system interface. The fifth secondary cache write buffer provides temporary s
age for a maximum of four uncached stores on their way to the system interface.

For uncached and write-through store operations, the write buffers significantly increase performance by decoupling the
SysAD bus transfers from the instruction execution stream.

7.1.5 Orphaned Cache Lines

The integrated secondary cache of the RM7000 allows for flexibility in cache organization and management policies that ar
not practical with an external secondary cache. To obtain maximum cache performance, the RM7000 does not require that
primary caches are always a subset of the secondary cache. This can result in certain primary cache lines becoming ‘orphe
The following is an example of how a primary cache line can become an ‘orphan’. This example assumes that the data cach
using a writeback protocol.

1. Data A resides in both the data cache and the secondary cache.

2. Data A in the data cache is modified by a store operation.

3. Data B is fetched from memory by a load operation and overwrites data A in the secondary cache but goes to a differe
location in the data cache. The data cache now contains data A and data B. But the secondary cache contains only dai
At this time the data cache is no longer a proper subset of the secondary cache. Data A is now an ‘orphan’. Orphaned li
in the primary data cache are written back directly to tertiary cache/main memory instead of the secondary cache.

Parent lines in the secondary cache are not written back if both the parent line in the secondary and the child liree in the da
cache are both dirty. In this case the data cache has the newest dirty data, thus the secondary cache line does not have to
written back.
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7.1.6 Replacement Algorithm

Each of the three on-chip caches uses the same cyclic replacement algorithm. The algorithm attempts to perform a round-robin
replacement for sets 0, 1, 2, and 3. Each of the four cache lines, one per set at a particular cache index has ateg at the cor
sponding index in the tag RAM. Each tag RAM contains a corresponding)fit{ The algorithm uses the state of fhbits

to determine which set to replace.

7.1.7 Cache Attributes

Table 7.2: shows the attributes for the three on-chip caches as well as the attribute requirements for the tertiary cache.

Table 7.2: RM7000 Cache Attributes

Attribute Instruction Data Secondary Tertiary
Size 16KB 16KB 256KB 512KB to 8MB, in pow-
ers of two
Associativity 4-way 4-way 4-way Direct Mapped
Replacement Cyclic Cyclic Cyclic Direct
Algorithm
Line size 32 byte 32 byte 32 byte 32 byte
Index VAddrll__O VAddrll__O pAddr15__0 pAddrzz__O
Tag PAddrss_ 12 PAddrzs 15 PAddr3s 16 PAddr3s 19
Write policy n.a. write-back, write through | Block writeback, Bypass | Block writethrough,
Bypass
Read policy n.a. Non-blocking (2 outstand- | Non-blocking for data, Non-blocking for data,
ing) blocking for instruction (2 | blocking for instruction (2
outstanding) outstanding)
Read Order Critical word first | Critical word first Critical word first Critical word first
Write Order Sequential Sequential Sequential Sequential
Miss Restart Complete Line | First double (if waiting for |n.a. n.a.
Following: data)
Parity Word Byte DoubleWord Doubleword
Cache locking Per line Per line Per line none

7.2 Primary Instruction Cache

The primary instruction cache is 16 Kbytes in size and implements a 4-way set associative architecture. Line size is 32-bytes,
or eight instructions. The 64-bit read path allows the RM7000 to fetch two instructions per clock cycle which are passed to the
superscalar dispatch unit.

7.2.1 Instruction Cache Organization

The instruction cache is organized as shown in Figure 7.1. The cache is 4-way set associative and contains 128 indexed loca-
tions. Each time the cache is indexed, the tag and data portion of each set are accessed. Each of the four tag addresses are co
pared against the translated portion of the virtual address to determine which set contains the correct data.
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Set0 Set1 Set 2 Set 3
~ A ~ A ~ N ~ A
Tag 0 Data 0 Tag 1 Data 1 Tag 2 Data 2 Tag 3 Data 3
Index 0 [ [ ] [ [ ] [ [ ] [ [ ]
Index 127 [ [ ] [ [ ] [ [ 1 L[]
32 bytes + tag
(1 cache line)
Figure 7.1 Instruction Cache Organization

When the instruction cache is indexed, each of the four sets shown in Figure 7.1 returns a single cache line. Each cache lit
consists of 32 bytes of data protected by word parity, a 24-bit physical tag address, and three tag control bits. Fayuse 7.2 sh
the instruction cache line format.

23 0 6463 065 6463 065 6463 065 6463 0

|L|F|P|O|V|IDEC’ PTad |DataP Data | |DataP Data | |DataP Data | |DataP Data

IDEC Instruction Predecode bits

L Lock bit. Used for locking the instruction cache. 1=lock, O=unlock

F FIFO replacement bit. Complemented on refill

P Even parity for the PTag and V fields

\% Tag valid bit

PTag 24-hit physical address tag (bits 35:12 of the physical address)

DataP Even parity; 1 parity bit per word of data

Data Cache Data

Figure 7.2 Instruction Cache Line Format

7.2.2 Accessing the Instruction Cache

The RM7000 implements a 4-way set associative cache that is virtually indexed and physically tagged. Even though the
instruction cache is physically indexed, the access is done in parallel with the virtual-to-physical address translagon becau:
only the upper bits of the address are translated. The lower bits are used directly for indexing the cache and do nbt go throi
translation. Figure 7.3 shows how the virtual address is divided on an instruction cache access.

Address i
35 1211 54 32 0 Instruction Cache
Tag|Data Tag|Data Tag|Data Tag|Data
‘Upper Address | Index Et)word ‘ ‘
Set 3 Set 2 Set 1 Set0
ITLB A > Tag|Data Tag|Data Tag|Data Tag|Data
e e
Hit*/liss Hit*/liss Hit*/liss Hit/Miss

Figure 7.3 Accessing the Instruction Cache

The lower 12 bits of address are used for indexing the instruction cache as shown in Figure 7.3. Bits 11:5 are usedjfor index
one of the 128 locations. Within each set there are four 64-bit doublewords of data. Bits 4:3 are used to index onaiof these f
doublewords. The tag for each cache line is accessed using address bits 11:5.
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When the cache is indexed, the four blocks of data and corresponding physical address tags are fetched from the cache at the
same time the upper address is being translated. The translated address from the instruction translation lookaside buffer (ITLB
is compared with each of the four address tags. If any of the four tags yield a valid compare, the data from that $&iss used.

is called aprimary cache hit If there is no match between the translated address and any of the four address tags, the cycle is
aborted and a secondary cache access is initiated. This is caltedaay cache miss’.

Locking a cache block prevents its contents from being overwritten by a subsequent cache miss. This mechanism allows the
programmer to lock critical code into the cache and thereby guarantee deterministic behavior for a locked code sequence. Only
valid cache lines can be locked. If a cache line within set 0 or 1 is invalid while either set is locked, that cachedine can b
changed by subsequent instruction fetches.Refer to section 7.8, “Code Examples” on page 93, for an example code sequence
of a cache locking operation.

7.3 Primary Data Cache

The primary data cache is 16 Kbytes in size and implements a 4-way set associative architecture. Line size is 32-bytes, or eigh
words. The data cache contains a 64-bit read path and a 128-bit write path. The data cache can be used in either write-through
or writeback mode. These modes are selected on a per-page basis.

The data cache is virtually indexed and physically tagged, eliminating the potential for virtual aliasing. The data cache is no
blocking, meaning that a miss in the data cache does not stall the pipeline.

The normal write policy is writeback, where a store operation to the data cache does not cause the secondary cache or main
memory to be updated. The writeback protocol increases overall system performance by reducing bus traffic. Data is written to
the slower memories only when a data cache line is replaced.

The data cache also supports the write-through protocol on a per-page basis. In write-through mode all writes to the primary
data cache are simultaneously written to main memory. The secondary and tertiary caches are never accessed in write-through
mode. Software controls which cache policy to use through programming the TLB coherency bits.

7.3.1 Data Cache Organization

The data cache is organized as shown in Figure 7.4. The cache is 4-way set associative and contains 128 indexed locations.
Each time the cache is indexed, the tag and data portion of each set are accessed. Each of the four tag addresses are compared
against the translated portion of the virtual address to determine which set contains the correct data.

Set0 Set 1 Set 2 Set 3

~ ~ - ~ >
Tag 0 Data 0 fag1 Data 1 Tag 2 Data 2 Tag 3 Data 3
Index 0 L [ | [ [ ] L[] [ [ ]
Index 127 L 1] [ [ ] [ [ ] [ [ ]

A
4

32 bytes + tag
(1 line)

Figure 7.4 Data Cache Organization

When the data cache is indexed, each of the four sets shown in Figure 7.4 return a single cache line. Each cachedihe consists
32 bytes of data protected by byte parity, a 24-bit physical tag address, and six tag control bits. Figure 7.5 showactie data c
line format.
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23 071 6463 071 6463 071 6463 071 6463 0
[BIL[F]wM[P|sP| cs PTag [DataP| Data ||pataP| Data |DataP| Data ||DataP| Data |

Bypass bit. Used for bypassing the secondary and tertiary caches on a dirty writeback,
1=bypass, 0=do not bypass
L Lock bit. Used for locking the data cache. 1=lock, O=unlock
F FIFO replacement bit. Complemented on refill
w’ Even parity for the Writeback bit
W Writeback bit (set if cache line has been written)
Even parity for the PTag and CS fields
P Even parity for the CS field
S Primary cache state
00 = Invalid
01 = Pending
11 = Data Valid
PTag 24-bit physical address tag (bits 35:12 of the physical address)
DataP Even parity; 1 parity bit per byte of data
Data Cache Data

o]

Figure 7.5 Data Cache Line Format
7.3.2 Accessing the Data Cache

The RM7000 implements a 4-way set associative data cache that is virtually indexed and physically tagged. Even though tl
data cache is physically indexed, the access is done in parallel with the virtual-to-physical address translation babause only
upper bits of the address are translated. The lower bits are used directly for indexing the cache and do not go threugh tran:
tion. Figure 7.6 shows how the virtual address is divided on a data cache access.

Address
35 1211 54 32 0 Data Cache
Tag|Data Tag|Data Tag|Data Tag|Data
Index 4)WOI‘d Pyte ‘

‘Upper Address ‘

Set 3 Set 2 Set1l Set 0

DTLB 4 : < Tag|Data Tag|Data Tag|Data Tag|Data

iy e Y v
v oo

Hit/Miss Hit/Miss Hit/Miss Hi

Figure 7.6 Accessing the Data Cache

The lower 12 bits of address are used for indexing the data cache as shown in Figure 7.6. Bits 11:5 are used for inflexing on
the 128 locations. Within each set there are four 64-bit doublewords of data. Bits 4:3 are used to index one of these four dc
blewords. Bits 2:0 are used to index one of the eight bytes within each doubleword. The tag for each cache line is accesse

using address bits 11:5.

Locking a cache block prevents its contents from being overwritten by a subsequent cache miss. This mechanism allows tt
programmer to lock critical data in the cache. Only valid cache lines can be locked. If a cache line within set 0 oidl is inval
while either set is locked, that cache line can be changed by subsequent data fetches.Refer to section 7.8, “Code Examples
page 93, for an example code sequence of a cache locking operation.

7.3.3 Data Cache Policies

The primary data cache supports the following policies:

* Uncached, blocking

e Writeback, non-blocking

e Write-through with Write Allocate, non-blocking

*  Write-through without Write Allocate, non-blocking
«  Writeback with Secondary and Tertiary Bypass

e Uncached, non-blocking

QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054 81
408.565.0300 408.565.0335 www.gedinc.com




Cache Organization and Operation RM7000™ Family, User Manual

Refer to section 7.6, “Cache Coherency” on page 88, for more information on each of these cache policies.

Figure 7.7 shows the hierarchy of cache accesses during a store operation. In this diagram, WB refers to a writeback protocol,
and WT refers to a write-through protocol.

Store Instruction

Cachedv UnCached
»| Primary
WB: Modify cache, »| Cache ¢
Mark line as dirty. » Access
WT: Forward to main Miss v
memory ]
< Hit
»| Secondary Uncached.
.| Cache WT with write allocate,
Return data to "l Access WT without write allocate,
Primarv cache WB with secondary and
y ' Hit Miss tertiary bypass.
v
Tertiary
, » Cache
Return data to Primary ACCess
cache and Scache.
Hit Miss
On WT or Bypass operations, data
Main is returned only to the primary
Return data to Primary cache, Memory cache.
Scache, or Tcache. (Do not re- Access

turn data for uncached nor WT
without write allocate.)

Figure 7.7 RM7000 Cache Refill Hierarchy

7.3.4 Data Cache Store Buffer

The data cache contains a 64-bit store buffer that holds a single data entry. When the RM7000 executes a store instruction, thi
buffer is written with the store data while the tag comparison is performed. If the tag matches, data is written into the data
cache in the next cycle that the cache is not being accessed (the next non-load cycle). The store buffer allows the RM7000 to
execute a store every processor cycle and to perform back-to-back stores without incurring a penalty. In the event of a store
immediately followed by a load to the same address, a combined merge and cache write followed by cache read occurs such
that no penalty is incurred.

In the RM7000 théV (write-back ) bit, not the cache state, indicates whether or not the primary cache contains modified data
that must be written back to memory. Note that there is no hardware support for cache coherency. Thus the only cache states
used ardataValid andinvalid.

7.3.5 Primary Cache States

The RM7000 supports the following primary data cache states. These states are visible in bits Ta&gbbtRegister after
anINDEX_LOAD_TAG CACHE instruction has been executed. The cache state encoding is as follows:

« Invalid (00): A cache line that does not contain valid information is marked invalid and cannot be read. A cache line in
any other state than invalid is assumed to contain valid information.

e Pending (01):In the pending state, the cache line is valid and has been allocated due to a previous cache miss, but the data
has not yet arrived. The pending state is a transient one. When the data arrives, the state machine transitions to a valid
state. Software should never write this state to a primary cache tag.
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InstrValid (10): An InstrValid cache line contains valid information that has been filled from either a clean secondary
cache line, tertiary cache line, or main memory. The instruction cache uses InstrValid as its valid state. This state is not

used by the data cache.
DataValid (11): A DataValid cache line contains valid information that has been filled from either a a secondary cache

line, tertiary cache line or main memory. The cache line may or may not be consistent with memory and is owned by th
processor. Th&V bit is set to indicate that the data is inconsistent with main memory. This state is not used by the instru

tion cache.

Line allocated,
waiting for data

Data from Tcache/Main Memory,
or Scache line

Invalid Load or Store Miss, pending

New address

DataVali

Data from dirty '
Scache line

Read hit,
Write hit

Invalidate Invalidate

WB to Scache
or Tcache

DataValid
w=1

Read hit,
Write hit

Figure 7.8 Primary Data Cache State Transitions

Figure 7.8 shows a cache state transition diagram for the primary data cache. Figure 7.9 shows a cache state transition diag
for the primary instruction cache. These diagrams use the following abbreviations:

e Dcache = primary data cache
» Scache = secondary cache

e Tcache = tertiary cache

* WB = writeback

Line allocated,
waiting for code

Code from Tcache/Main Memory,
or Scache line

IFetch Miss

Pending

Invalid

New address

Invalidate
Read hit

Figure 7.9 Primary Instruction Cache State Transitions

7.4 Secondary Cache

The RM7000 implements a 256 Kbyte, 4-way set associative on-chip secondary cache. Line size is 32 bytes. The seconda
cache is implemented with a 64-bit wide read/write data path which matches that of the primary caches and the system ints
face. Integration of the secondary cache greatly reduces the overall cache miss latency and reduces the overall power cons
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tion since secondary cache data no longer must pass through 1/O buffers to be accessed by the processor. Integration of the
secondary cache also increases the flexibility in cache organization and management policies.

The RM7000 does not require that the primary caches be always a subset of the secondary cache. A secondary cache line can
be updated from the tertiary cache or main memory without also updating the same line in the primary cache. This technique
allows for maximum cache performance but can result in certain primary cache lines beminarg Refer to section

7.1.5, “Orphaned Cache Lines” on page 77, for more information.

The secondary cache supports only block read and block write transactions. Write-through stores are never stored in the sec-
ondary cache. The secondary cache can also be bypassed using a new bypass cache coherency attribute. This attribute bypasses
both the secondary and tertiary caches. When this attribute is selected, the secondary and tertiary caches are Hogfilled on a

miss, and are not written on dirty writebacks from the primary caches.

Secondary cache data accesses are non-blocking, meaning that a cache miss on a data access does not cause the processor to
stall until the miss is resolved. The secondary cache supports two outstanding data misses. However, instruction accesses are
blocking, meaning that a cache miss on an instruction access causes the processor to stall until the miss is resolved.

The secondary cache supports cache locking on a per line basis, allowing the user to assure that critical data or code segments
are not overwritten on a cache miss. Only two sets can be locked at any given time. Refer to section 7.8, “Code Examples” on
page 93, for an example code sequence of a cache locking operation.

The secondary cache can be disabled by software by cl€2oimfiy. SE bit. Software can rea@onfig.SC bit to check for
the existence of the secondary cache before initializing/flushing the cache. This allows software to be ready for future RM7000
derivatives that might not implement that cache.

7.4.1 Secondary Cache Organization

The secondary cache is similar to the instruction and data caches, except that there are 2048 indexed locations. Each set con-
tains 64 Kbytes (32 bytes/line x 2048 lines). The four sets provide for a total of 256 Kbytes. Each time the cache ihandexed,

tag and data portion of each set are accessed. Each of the four tag addresses is compared against the physical address to deter
mine which set contains the correct data.

Sjeé 0 N Sﬂl S)it 2 Sebé
?ag 0 Data 0 ?ag 1 Data 1 o ?ag 2 Data 2 o ?ag 3 Data 3
Index 0 L 1 1 [ [ ] L 1 1 [ [ ]
Index 2047 L[ 1 [ [ ] L 1 1 [ [ ]

32 bytes + tag
(1 cache line)

Figure 7.10 Secondary Cache Organization

Figure 7.10 shows the organization of the secondary cache. When the secondary cache is indexed, each of the four sets con-
tains a single cache line. Each cache line consists of 32 bytes of data supported by doubleword parity, a 24-bit physical tag
address, and three tag control bits. Figure 7.11 shows the secondary cache line format.
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19 0 6 0 64 6 0 6 0 64 63 0
|L[F|sP| cs |[FlsTag [DataP| Data ||DataP| Data ||DataP| Data ||DataP| Data |

L Lock bit. Used for locking the instruction cache. 1=lock, O=unlock
F FIFO replacement bit. Complemented on refill
SP State parity. Provides even parity for the CS field
CS Secondary cache state
000 = Invalid
110 = Pending

100 = Clean Exclusive
101 = Dirty Exclusive
111 = Dirty Exclusive Dcache

P Tag parity. Provides even parity for the L, F, and STag fields
STag 20-bit secondary cache tag (bits 35:16 of the physical address)
DataP Even parity; 1 parity bit per doubleword of data

Data Cache Data

Figure 7.11 Secondary Cache Line Format

7.4.2 Accessing the Secondary Cache

The 256 Kbyte secondary cache is only accessed on a primary cache miss. Once the processor has determined that the
requested address does not match the corresponding primary cache tag, a secondary cache access is initiated. Like the pr
caches, the secondary cache is also physically indexed and physically tagged.

Address
1615 54 32 0 Secondary Cache

35
‘ Tag|Data Tag|Data Tag|Data Tag|Data

‘UpperAddress| Index Et)Word ‘

Set 3 Set 2 Set 1 Set0

DTLB > Tag|Data Tag|Data Tag|Data Tag|Data

‘r ¢r||+:||¢:v|
*\/Iiss

Miss  Hit

=

Hit/Miss  Hit/Miss  Hi

Figure 7.12 Accessing the Secondary Cache

The lower 16 bits of address are used for indexing the data cache as shown in Figure 7.12. Bits 15:5 are used for indexing
of the 2048 sets. Within each indexed entry of each set there are four 64-bit doublewords of data. The tag for eacliscache lin
accessed using address bits 15:5.

7.4.3 Secondary Cache States

The RM7000 supports the following secondary cache states. These states are visible in bits BagbbfRegister after an
INDEX_LOAD_TAG_SC CACHE instruction is executed.The state encoding are as follows:

e Invalid (000): A cache line that does not contain valid information is marked invalid and cannot be used. A cache line in
any other state than invalid is assumed to contain valid information.

e Pending (110):In the pending state, the cache line is valid and has been allocated due to a previous cache miss, but thi
data has not yet arrived. The pending state is a transient one. When the data arrives, the cache line transitions to a val
state. Software should never write this state to a secondary cache tag.

» Clean Exclusive (100)A clean exclusive cache line contains valid information. The cache line is valid and is consistent
with main memory.

« Dirty Exclusive (101): A dirty exclusive cache line contains valid information that has been modified by the processor
and is not consistent with main memory. In this state the secondary cache contains the most current data.
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« Dirty Exclusive Dcache (111)in this state the primary data cache contains the most current data. The secondary cache
contains an older version of the data. A cache line in this state contains valid information that has been modified by the
processor and is not consistent with main memory.

Line allocated,
waiting for data

Load or Store Miss Data from Tcache/Main Memory

Invalid

Pending

Invalidate

Invalidate New address

New
Address

New
Address

. Exclusive
Invalidate WB to Tcache
WB to Tcache Read hit,
, (Dcache fill)
Read hit,
Dir (Dcache fill) )
Ex<t:)llusive I p/ Dirty Write Hit

Write Hit
(WB from Dcache)

Dcache (WB from Dcache)

Read hit * Write hit -

1. This condition should not occur as the cache access should hit in the primary data cache.

Figure 7.13 Secondary Cache State Transitions

Figure 7.13 shows a cache state transition diagram for the secondary cache. This diagram uses the same abbreviations listed
for Figure 7.8 on page 83 in section 7.3.5, “Primary Cache States”.

7.5 Tertiary Cache

The RM7000 provides support for an external tertiary cache. The tertiary cache interface is identical to the MIPS R5000 sec-
ondary cache interface. The RM7000 supports tertiary cache sizes of 512 Kbhytes to 8 Mbytes, in powers of two. The tertiary
cache is direct-mapped, implements a block write-through protocol, is non-blocking, and supports two outstanding cache
misses for data accesses.

The RM7000 uses tiaysADbus for address and data communication with the tertiary cache and provides a dedicated control
interface which includes the following groups of signals:

e 16-bit tertiary cache line index

e 2-bit tertiary cache word index

» Eight enable signals for the tertiary cache tag and data RAMs
e Tertiary cache valid signal

e Tertiary cache tag match signal

» Tertiary cache block clear signal

For a complete listing of tertiary pins and pin descriptions, refer to Section 12, “System Interface Protocol”, of this manual.
For specific timing information refer to the QED RM7000 Datasheet.

In addition to block read and block write operations, the tertiary cache also performs tag invalidate, tag probe, anarblock cle
operations. The tag invalidate operation consists of writing to the tag RAM and invalidating the line in question bylwearing t
appropriate valid bit. Invalidates are the only tertiary cache operations that can occur back-to-back.

The tertiary cache tag RAM probe is similar to a tag RAM read operation. The RM7000 asserts the tertiary cache data and chip
enables in the same clock that the address and line index busses are driven. The RM7000 then trEysA¢sthe. One
clock later the RM7000 drives the tag RAM output enable and the tag RAM drives the tag information SgsAbus.
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The tertiary cache block clear operation allows for the invalidation of an entire cache line in one operation. This gperation i
accomplished by clearing an entire column of tag RAM valid bits. However, in order to support this operation the tag RAM
must support a flash clear of the valid bit column.

The tertiary cache can be disabled by software by clearinGahég. TE bit. Software can read th@onfig. TC bit to check
for the existence of the tertiary cache before initializing/flushing the cache.

7.5.1 Tertiary Cache Organization

The tertiary cache is a direct-mapped cache that contains instruction and data information. The RM7000 supports tertiary
cache sizes of 512 Kbytes, 1Mbytes, 2 Mbytes, 4Mbytes and 8 Mbytes. Each indexed location in the cache contains four 64
doublewords protected by byte parity. Each time the cache is indexed, the tag and data portion of each set are accgssed. Tt
address is compared against the translated portion of the virtual address to determine if the data resides in the cache.

Tag Data
Index 0 [ T 1

n= 16,383 for 512 Kbyte configuration
n= 32,767 for 1 Mbyte configuration
n= 65,535 for 2 Mbyte configuration
n = 131,071 for 4 Mbyte configuration  Index n [ | 1
n = 262,143 for 8 Mbyte configuration

<

v

32 bytes + tag
(1 cache line)

Figure 7.14 Tertiary Cache Organization

Figure 7.14 shows the organization of the tertiary cache. When the tertiary cache is indexed, each location contains a sing|
cache line. Each cache line consists of 32 bytes of data protected by byte parity, a 17-bit physical tag address, &hd a tag v:
bit. Figure 7.15 shows the tertiary cache line format.

19 0 71 6463 071 6463 071 6463 071 6463 0
| CS |P|‘I’Tag| |DataP Data | |DataP Data | |DataP Data | |DataP Data

CSs Tertiary cache state
000 = Invalid
100 = Valid
All other values reserved

P Tag parity. Provides even parity for the TTag and CS fields
TTag 17-bit tertiary cache tag (bits 35:19 of the physical address)
DataP Even byte parity; 8 parity bit per doubleword of data

Data Cache Data

Figure 7.15 Tertiary Cache line Format

7.5.2 Accessing the Tertiary Cache

The tertiary cache is only accessed on a secondary cache miss. Once the processor has determined that the requested ac
does not match the corresponding secondary cache tag, a tertiary cache access is initiated. Like the secondary cache, the
tiary cache is also physically indexed and physically tagged. The size of the index field varies depending on the &re of the
tiary cache implemented. All five tertiary cache sizes are shown in Figure 7.16.
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SysAD Address
35 23222120 1918 54 32 0

Tag Address Index Dword ‘ Byte ‘
512 Kbyte cache
1 Mbyte cache
2 Mbyte cache
4 Mbyte cache
8 Mbyte cache

Tertiary Cache

Tag | Data

Tag|Data

v

Hit/Miss

Figure 7.16 Accessing the Tertiary Cache

The lower bits of address are used for indexing the data cache as shown in Figure 7.16. Bits 18:5 are used for indexing a 512
Kbyte configuration. Bits 19:5 are used for indexing a 1 Mbyte configuration.Bits 20:5 are used for indexing a 2 Mbyte config-
uration. Bits 21:5 are used for indexing a 4 Mbyte configuration. Bits 22:5 are used for indexing an 8 Mbyte configuration.
Within each indexed entry there are four 64-bit doublewords of data. Bits 4:3 are used to index one of these four doublewords.
Bits 2:0 are used to index one of the eight bytes within each doubleword.

The tertiary cache is accessed simultaneously with main memory to minimize the overall main memory latency. If the data is
found in the tertiary cache, the main memory access is simply aborted. However, if the data is not found in the tertiary cache,
the main memory access has already begun and data can be retrieved as quickly as possible.

7.5.3 Tertiary Cache States

The RM7000 supports two tertiary cache states. These states are visible in bits 8TagE ttiegister (tertiary cache for-
mat) after adNDEX_LOAD_TAG_ED CACHE instruction. The encoding is as follows:

e Invalid (00): A cache line that does not contain valid information is marked invalid and cannot be used. A cache line in
any other state than invalid is assumed to contain valid information.

e Valid (10): A valid cache line contains valid information. A valid cache state is defined as a line that is in any state other
than invalid.

Read Miss,
Write Miss
(for write-allocate)
. . Read hit,
Invalid L '( Valid Write hit

|

Flash Invalidate,
Index Store Tag,
Page Invalidate

Figure 7.17 Tertiary Cache State Transitions
Figure 7.17 shows a cache state transition diagram for the tertiary cache

7.6 Cache Coherency

Systems using more than one master must have a mechanism to maintain data consistency throughout the system. This mecha-
nism is called a cache coherency protocol. The RM7000 does not provide any hardware cache coherency. Cache coherency
must be handled by software.
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7.6.1 Cache Coherency Attributes

Cache coherency attributes are necessary to ensure the consistency of data throughout the system. Bits in the translation |
aside buffer (TLB) control coherency on a per-page basis. Specifically, the TLB contains 3 bits per entry that provide the
coherency attribute types shown in Table 7.3..

The non-blocking coherencies implement a weakly ordered memory model. This model allows the following behaviors:

e The processor does not have to stall if a processor load request has not completed. Subsequent processor load or stol
operations may be started before the first has completed.

e Memory transactions can occur on the external pin bus out of program order. Program order of memory transactions c:
be enforced through the use of 8éNC instruction.

* Memory transactions can occur on the external pin bus even though the instructions which caused the memory transac
tions are later nullified in the pipeline due to an exception.

Such behaviors aid in achieving higher levels of processor throughput. However, some peripheral devices require a strongl
ordered memory model (memory transactions occur in program order and only valid instructions can cause memory transa
tions). For this reason, it is strongly advised that such devices be referenced using the Uncached, Blocking coherency (Col
ency Code 2). Processor read requests using this coherency stall the processor until the transaction completes. Processor
requests using this coherency are given the highest priority for accessing the external pin bus. These two propertigs ensure
processor load and store instructions using this coherency are completed in program order. For this reason, ksegl and the
uncached section of xkphys use Coherency Code 2.

Table 7.3: RM7000 Cache Coherency Attributes

Attribute Type Coherency Code

Writethrough without write-allocate (non-blocking) 0

Writethrough with write-allocate (non-blocking)

Uncached, Blocking

Writeback (non-blocking)

Uncached, Non-Blocking

N O W N

Bypass (non-blocking)

The following subsections describe each of the coherency attributes listed in Table 7.3:.

7.6.2 Write-through without Write-allocate (Code 0)

Cache lines with &Vrite-through without Write-allocatattribute type can reside only in the primary data cache. A load miss
causes the processor to issue a block read request to a location within the cached page. This mode allows the primary dat
cache to be filled on a load miss but not on a store miss. A primary cache store hit causes data to be written to bati the prin
data cache and main memory simultaneously. The secondary and tertiary caches may be modified only during a line fill ani
then only due to the writeback of a displaced cache line. Partial (non-blocking) stores are never written to the se@ndary or
tiary caches.

On a primary cache load miss, data is fetched from main memory with a block read request and is written only to the prima
data cache. Neither the secondary nor tertiary caches are accessed.

On a primary cache store miss, data is sent to main memory. The primary cache is not filled. The secondary and tertiary cac
are not accessed.

This coherency follows the weakly ordered memory model described in section 7.6.1, “Cache Coherency Attributes”.
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7.6.3 Write-through with Write-allocate (Code 1)

Lines with awrite-through with Write-allocatattribute type can reside only in the primary data cache; a load or store miss
causes the processor to issue a block read request to a location within the cached page. A primary cache store hitaccauses data
be written to both the primary data cache and main memory simultaneously. The secondary and tertiary caches are modified
only during a line fill and then only due to the writeback of a displaced cache line. Partial (hon-blocking) stores aréd-never w

ten to the secondary or tertiary caches.

On a primary cache load miss, data is fetched from main memory with a block read request and is written only to the primary
data cache. Neither the secondary nor tertiary caches are accessed.

On a primary cache store miss, data is sent to main memory. The primary cache line will be filled from main memory. This is
the only difference between thérite-Through without Write-Allocatend théWrite-Through with Write-Allocateoherency
attributes.The secondary and tertiary caches are not accessed.

This coherency follows the weakly ordered memory model described in section 7.6.1, “Cache Coherency Attributes”.

7.6.4 Uncached, Blocking (Coherency Code 2)

Lines within anUncachedpage are never in a cache. When a page has the uncached coherency attribute, the processor issues a
doubleword, partial-doubleword, word, or partial-word read or write request directly to main memory (bypassing all caches)
for any load or store to a location within that page. No caches are accessed when this coherency attribute is active.

Processor read requests using this coherency stall the processor until the transaction completes while processor write requests
using this coherency are given the highest priority for accessing the external pin bus. These two properties ensure that proces
sor load and store instructions using this coherency are completed in program order (strongly ordered memory model).

7.6.5 Writeback (Coherency Code 3)

Lines with theWritebackattribute can reside in a cache. On a data cache store hit, only the data cache is modified. The second-
ary cache, tertiary cache, and main memory are only modified if the cache line of a dirty block is needed for a newer access.

This mode allows the primary data cache to be filled on either a load miss or a store miss. A primary cache store hia causes da
to be written to the primary data cache only. The secondary and tertiary caches are modified only during block writebacks and
line fills. Partial (non-blocking) stores are never written to the secondary or tertiary caches. Main memory is modified only f
block writebacks.

On a primary cache load or store miss, the RM7000 checks the secondary cache for the requested address. If there is a second-
ary cache hit the data is filled from the secondary cache. If a secondary cache miss occurs, data is fetched fromreither the te
tiary cache or main memory and written to the secondary and primary caches.

On a secondary cache load or store miss, the RM7000 checks the tertiary cache for the requested address. For maximum per-
formance, the RM7000 accesses the tertiary cache and main memory simultaneously with a block read request. If the address
is present on the tertiary cache, data is fetched and written to both the secondary and primary caches and the pending memory
access is aborted. If the address is not present in the tertiary cache, the main memory access has already begun and data is
fetched as soon as it becomes available.

On a tertiary cache load or store miss, data is fetched from main memory and written to the tertiary, secondary, and primary
caches.

This coherency follows the weakly ordered memory model described in section 7.6.1, “Cache Coherency Attributes”.

7.6.6 Uncached, Non-Blocking (Coherency Code 6)

Memory references that use the Uncached, Non-Blocking coherency do not affect the caches. Loads do not stall the pipeline
until the requested data is required by a subsequent instruction. Uncached, Non-Blocking loads follow the out-of-order com-
pletion protocol and are allowed to complete out of the original instruction order. The Uncached, Non-Blocking coherency is

invoked by using coherency code 6 when writing a JTLB entry. This coherency is useful for access to I/0O devices that do not

90 QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054
408.565.0300 408.565.0335 www.gedinc.com




RM7000™ Family, User Manual Cache Organization and Operation

require the strict instruction ordering of loads. For those devices that are sensitive to instruction G¥&Cestruction
can be used. These memory transactions can be strongly-ordered by bracketing load and store instruStfows wistruc-
tions.

Processor read requests using this coherency do not stall the processor. Processor write requests using this cohenency are
the highest priority for accessing the external pin bus.This coherency follows the weakly ordered memory model described
section 7.6.1, “Cache Coherency Attributes”.

7.6.7 Bypass (Coherency Code 7)

The Bypass coherency allows bypassing of the secondary and tertiary caches. Memory references that use this coherency
not affect either the secondary or tertiary caches. The bypass coherency is invoked by using coherency code 7 when writin
JTLB entry.

On primary cache load misses, data is read directly from main memory with a block read request and written into the prima
cache. On a store hit, only the primary data cache is modified. Main memory is modified only for block writebacks. The sec
ondary and tertiary caches are not modified. On a store miss, data is read directly from main memory with a block read
request.

This coherency follows the weakly ordered memory model described in section 7.6.1, “Cache Coherency Attributes”.

Table 7.4: shows a sequential list of events and the behavior of each cache coherency attribute. This table assumes the se
ary and tertiary caches are enabled and includes the following abbreviations:

— Primary Data CacheDBcache

— Primary Instruction Cacheleache
— Secondary CacheScache

— Tertiary Cache Tcache

— Writeback -WB

— Write-Allocate -W/A

— Write-Through -W/T

— Main Memory -MM

— Non-Blocking -NB

Table 7.4: Cache Events and Coherency Behavior

Cache Coherency Attribute
Event 0 1 2 3 6 7
WIT with- WIT with | Uncached, WEB Uncached, BvDass
out W/A WIA Blocking NB yp
Dcache lookup Yes Yes No Yes No Yes
Fill Dcache on load miss Yes Yes No Yes No Yes
Fill Dcache on store miss No Yes No Yes No Yes
Store data modifies? Q) Q) MM only () MM only 3)
Load miss, lookup Scache. If No No No Yes No No
Scache miss, fill Scache
Store miss, lookup Scache. If No No No Yes No No
Scache miss, fill Scache
Dcache WB, line written back to No WB’s No WB’s No WB’s Yes (4) No WB’s No
the Scache
Dcache WB, written back to main No WB’s No WB’s No WB’s Yes (4) No WB’s Yes
memory
Load miss, lookup Tcache, if No No No Yes No No
Tcache miss, fill Tcache
Store miss, lookup Tcache, If No No No Yes No No
Tcache miss, fill Tcache
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Cache Coherency Attribute
Event 0 1 2 3 6 7
WIT with- WIT with Uncached, WB Uncached, BYDASS
out W/A WIA Blocking NB yp

Scache WB written back to the No WB’s No WB’s No WB’s Yes (5) No WB’s No
Tcache/Main Memory
Weakly Ordered Memory Model Yes Yes No Yes Yes Yes
(load and stores can occur out of
program order)

Note 1:  Primary data cache and main memory are modified simultaneously. Secondary and tertiary cache may be
modified only during line fills by primary cache displacements. Partial stores do not modify the secondary
or tertiary caches.

Note 2:  Only the primary data cache is modified directly. Main memory is modified only on block writebacks. The
secondary and tertiary cache are modified only for block writebacks and line fills. Partial stores do not
modify the secondary or tertiary caches.

Note 3:  Only the primary data cache is modified directly. Main memory is modified only on block writebacks. The
secondary and tertiary caches are never maodified in this mode.

Note 4:  Data is written back to the secondary cache only if the secondary cache contains the cache line. Other-
wise data is written back directly to the tertiary cache and main memory.

Note 5:  Data is written back from the secondary cache to main memory only if the secondary cache contains the

most current data. If the secondary cache does not contain the most current data no writeback occurs.

7.7 Cache Maintenance

With multiple levels of on-chip memory, care must be taken to ensure that modified data has reached external memory before
a process task switch.To flush all on-chip write buffers, software should uS¥ @ instruction. This instruction will stall

the processor until all pending store operations have reached the external pin bus and all pending load operations have com-
pleted by writing their destination registers. Previous implementations of the MIPS architecture such as the R5000 and R4700
did not implement this instruction. Refer to the MIPS IV Instruction Set Manual for a description of this instruction.The
RM7000 implementation of theYNC instruction affects all load/store operations.

Since data cache misses do not stall the RM7000, it becomes useful to speculatively preload data before the data is actually
used. The RM7000 implements tARREF andPREFX data prefetch instructions for this purpose. Execution oPRIEF

instruction for integer operations, or tRREFX instruction for floating point operations, at the appropriate place in the code
stream causes the RM7000 to initiate a memory transaction without stalling the processor. The requested block of data is then
fetched and placed in the data cache. This allows techniques such as software pipelining and loop unrolling to be utilized. The
PREF andPREFX instructions behave as special load instructions that cannot generate an address error nor a TLB exception.
Previous implementations of the MIPS IV architecture such as the R5000 and RM52x0 did not implement these instructions.
Refer to the MIPS IV Instruction Set Manual for a description of these instructions.

The RM7000 implementation of these instructions uses the hint field to specify the desired prefetch action for he data load
prefetch. If the “hint” field contains any value other than 30, then the fetched data will be loaded. If a value of 80 is in th
“hint” field, then the following operations can take place:

» Ifthere is a primary Dcache hit, no action is taken.

» Ifthere is a primary Dcache miss, then a cache is prepared for a store operation with no memory transaction taken (if the
cacheline was valid and dirty, then it is written back):
— a cacheline is allocated for the requested address,
— the cacheline state is set to valid,
— the W bitis set,
— the data field is filled with zeroes.

The CACHE instruction is used when performing maintenance of the caches. Unlike previous generation MIPS processors,
the RM7000 may not stall until tf@ACHE operation is finished. Refer to section 18.3, “CACHE (cache management)”, for
more information on th€ACHE instruction.
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The RM7000 contains three “Hit” type cache operatibtis;Invalidate, Hit_ Writeback InvalidategndHit_Writeback The
RM7000 treats the “Hit” typ€ ACHE operation much like a load instruction and allows the instruction to be pipelined. If
there is no cache hit, the “Hit” type can be executed without any pipeline stall. If there is a cache hit, but the caclealine i
the only latency incurred is that required for invalidating the tag RAM.

Since the secondary cache “Hit” cache operations flush the primary data cache at the same time, it is not necessary to use
arate primary cache operation if the secondary cache is being written back or invalidated.

The RM7000 allows thelit_ Writeback and Hit_Writeback Invalidatgpes of primary and seconda®ACHE operations to

be executed while in user mode. In operating systems that run user mode processes, this feature allows the cache to be flu
without the overhead of a system call. User-mOG&€HE operations are enabled by setting bit 27 of the Safusregister.

This bit is cleared on power-up and during a hard reset.

The RM7000 conforms to the MIPS R4000 behavior for the “Hit” type of seco@s@HE operations. A secondary cache
“Hit” type CACHE operation also checks the primary data cache for any matching blocks and responds as follows:

1. If a secondary cachidit Writeback or Hit_Writeback Invalidateache operation is requested, the newest data is written
back to system memaory, even if the newest data is found in the primary data cache.

2. If a secondary cachtit_Invalidate or Hit_Writeback_Invalidate ACHE operation is requested, any matching block in
the primary data cache is also invalidated.

The RM7000 differs from the R4000 in it’s behavior for the “Index” type of secor@aBGHE instruction. The “Index” type

of secondaryCACHE operation only operates on the secondary cache and does not probe the primary caches. In addition, s
ondary cach€ ACHE operations do not affect the primary instruction cache.

7.8 Code Examples

Since the RM7000 has 4-way set associative cachesCHOHE instructions are required to deal with one cache index loca-
tion.

7.8.1 Data Cache Invalidation

The following code example can be used for dcache line invalidation.

cache mtco r0,CO_TAGLO

nop # assume rl holds address
# which points to cache index
cache Index_Store_Tag_D,0x0(rl) # invalidate one set
cache Index_Store_Tag_D,0x1000(rl) # invalidate 2nd set
cache Index_Store_Tag_D,0x2000(r1) # invalidate 3rd set
cache Index_Store_Tag_D,0x3000(rl) # invalidate 4th set

7.8.2 Data Cache and Secondary Cache Flush

The following code can be used to flush a portion of the dcache and secondary cache, perhaps after a DMA transfer.

li rl,Your_Start Address # beginning address,
# should be aligned to a cacheline

li r2,Your_End_Address # last address,
# should be aligned to a cacheline

A: cache Hit_Writeback_Invalidate_SD,0x0(r1)# writeback & invalidate

# the desired address

bne r1,r2,A

addi  r1,0x20 # do next cacheline
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7.8.3 Data Cache Locking

The following code example can be used for locking the data cache.

li r1,LOCK_DCACHE | LOCK_SETO #setup set O for locking
nop

nop

Iw r3,0(r10) #lock this data

nop

nop

mtcO  r0,CO_ECC #next load not locked

7.8.4 Instruction Cache Locking

The following code example can be used for locking the instruction cache. When locking the primary instruction cache, the
RM7000 should be executing code uncached. Executing code from the instruction cache while attempting to lock it can result
in unpredictable behavior.

li r1,LOCK_ICACHE | LOCK_SETO #setup set 0 for locking
mtcO r1,CO_ECC

nop

nop

cache Fill_I,0(r10) #lock this code

nop

nop

mtcO  r0,CO_ECC #next instr fetch not locked

7.8.5 Synchronizing the Internal Caches

The following code is an example of how B¥NC instruction might be used to ensure that external memory is synchronized
with the internal caches.

# assume in some exception handler

sw r1,0(r2) # modify some external control register

# that is mapped in cached space.
sync # make sure store reaches memory first
eret # before return to user program

7.8.6 Using the Prefetch Instructions

The following code is an example of usiBREF instructions to speculatively chase pointers in a linked-list. ThePiR&F
instruction is meant to hide memory latency for the thitdinstruction while the secorfREF instruction is meant to hide
memory latency for the firdlW instruction.
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A:

Iw
pref
beq

or

beq
pref

div
sw
beq
nop

r1,NEXT(r2)
DATA(r1)
rl,r0,B

r2,r1,rl
r1,VALID(r2)
r1,r0,A
NEXT(r2)
r3,DATA(r2)
r10,r3,r10
r10,0UTPUT(r2)
r0,r0,A

# get address of entry | in linked list
# speculatively fetch data from entry |
#is entry I-1 end of list and entry |

# does not exist?

# setup for entry |

#is entry | valid?
# if not valid, proceed to next entry
# speculatively fetch address of entry +1
# get data from entry |

# do something with data
# save output

# do it again
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Section 8 Processor Bus Interface

The RM7000 processor provides an efficient system interface allowing communication and the transfer of data and addres:
between the processor and the system. The RM7000 multiplies thé&ygitibckby 2, 2.5, 3, 3.5, 4,4.5,5,6, 7, 8, 0r 9 to
produce the pipeline clock. The system interface consists of a 64-bit AddresSP=A®) bus and a 9-bit command bus. In
addition, there are 10 handshake signals. The system interface has a simple timing specification for transferring data betwe
the processor and memory.

64 10/ g8
SysAD[63:0] < > < Int*[9:0] E £
SYSADCI7:0] g0 g < NMI* EE
9 .
Sysemd(s:0] 7 > ModeClock °
SysCmdP < > Modeln S
validin* > < o)
< BigEndian £
Y Validout* g g
< alidOu o IS
o) ExtRgst* - vee E
3 s < ColdReset* ©
= Release* g =
2 < Reset* -
§ RdRdy* >
WrRdy* - RM7000 < JTDI §
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Figure 8.1 RM7000 Processor Signal Groups

The interrupt interface has been expanded and includes 10 external maskable interrupt signals and one non-maskable intel
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The tertiary cache interface on the RM7000 processor is identical to the secondary cache interface on the R5000 processor.

Figure 8.1 shows the signal groupings for the RM7000. These include the system interface, clock interface, interrupt interface,
tertiary cache interface, initialization interface, and Joint Test Action Group (JTAG) interface.

Active-low signals have a trailing asterisk (*). The arrows indicate the signal type, input, output, or bidirectional.
8.1 Non-Pendant Bus Mode

The RM7000 supports two outstanding read transactions that can be completed out-of-order. Three new system interface pins,
PRgst*, PAck*, andRspSwap* are used to support two outstanding read transactions and out-of-order completion.

In previous generations the processor would drive read address and control information onto the bus, Betbase&rt

allowing data to be driven back to the processor by the memory system. The processor could not regain control of the bus until
after the last data for the read request was returned by the memory system. In non-pendant bus mode the RM7000 still asserts
Release™o relinquish control of the bus. However, if a second read transaction can be issued before the first one is completed,
the RM7000 asser8Rgst* to request return of control of tsysAD bus. The memory controller responds by asserting

PAck*, indicating that bus mastership has been returned to the processor. Once this occurs, the RM7000 processor can initiate
another memory transaction. The processor then drives the new address and control information for the second memory trans-
action and asserielease*

The external memory controller determines in what order the data is returned from memory. For example, if the first transac-
tion takes longer to complete than the second transaction, the memory controller can return data from the second transaction
first. The assertion dRspSwap*for one cycle by the memory controller two or more cycles prior to data being driven out of

the memory system indicates to the processor that the pending transactions are being completed out-Bsp&ieapfis

not asserted for one cycle, two or more cycle prior to data being driven indicates to the RM7000 processor that the pending
transactions are being completed in order.

8.2 System Interface Signals

System interface signals provide the connection between the RM7000 processor and the other components in the system. As
shown in Figure 8.1, the system interface consists of a 64-bit multipgfasetD address/data bus, a 9-bit command bus, an 8-
bit parity check bus, and control signals.

8.2.1 System Address/Data Bus

The multiplexed System Address Dafy$AD) bus is used to transfer addresses and data between the RM7000 and the rest of
the system. Th8ysAD bus is protected with an 8-bit parity check beggADC).

The flexible system interface allows for connection to memory and I/O systems of varying frequencies. The data rate and the
bus frequency at which the RM7000 transmits data to the system interface are programmable via boot time mode control bits.
In addition to the standard clock divide ratios, the RM7000 provides three half-integer multipliers (2.5, 3.5 and 4.%jeto provi
greater granularity between the pipeline and system clock frequencies. In addition, the rate at which the processor receives
data is fully controlled by the external device. Refer to Section 10, “Initialization Interface”, for more information ootthe b

time mode stream bits.

8.2.2 System Command Bus

The 9-bit System Comman8ysCmg interface indicates whether tBgsADbus carries address or dateSySAD carries an

address, then tfeysCmdbus indicates the type of transaction (read or write§yHAD carries data, thBysCmdbus pro-

vides information about the data transaction such as; last data word transmitted, or the data contains aifpgas@miibhas

is bidirectional to support both processor requests and external requests to the RM7000. Processor requests are iitiated by th
RM7000 and responded to by an external device. External requests are issued by an external device and require the RM7000 to
respond.
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The RM7000 supports one-to-eight-byte transfers, as well as block transfersSyisAtiebus. In the case of a sub-double
word transfer, the three low-order address bits give the byte address of the transferSgs@thebus indicates the number
of bytes being transferred.

8.2.3 Handshake Signals

There are ten handshake signals on the system interface. Two oRtiBsly* andWrRdy* , are used by an external device
to indicate to the RM7000 whether it can accept a new read or write transaction. The RM7000 samples these signals befor
deasserting the address on read and write requests.

ExtRgst* andRelease*are used to transfer control of tAgsAD andSysCmdbuses from the processor to an external device.
The external device asseBEstRqst* to request control of the bus. The RM7000 responds by assedlagse*to relinquish
control of the bus.

ValidOut* andValidin* are used by the RM7000 and the external device respectively to indicate that there is a valid com-
mand or data on th8ysAD andSysCmdbuses. The RM7000 assevididOut* when it is driving these buses with a valid
command or data, and the external device diadisiin* when it has control of the buses and is driving a valid command or
data.

PRgst* andPAck* are used by the RM7000 to regain control of the bus on demand when the processor wishes to issue a s
ond non-pendant read request. The handshake mechanism is similar to th&xtRts* andRelease*signals. Once the
processor has relinquished control of the bus by ass&élease* it may regain control of the bus by asserfiRgst*. The
external master responds by asserBAgk*, thereby returning control of the bus to the RM7000.

TheRspSwap*signal is an input to the RM7000 and is asserted for one cycle by the memory controller to indicate that a rea
response is being returned out of order when there are multiple outstanding read requests. If the signal is not asserted, the
RM7000 assumes that the cycles are being completed in order.

TheRdType signal is driven by the processor and indicates whether the read cycle is an instruction read or a data read.

Table 8.1: shows a listing of the system interface signals

Table 8.1: System Interface Signals

Name Definition Direction Description
SysAD(63:0) System Address/Data Input/Output | Address and data bus for communication between the processor
bus and an external agent.
SysADC(7:0) System Address/Data Input/Output | Bus containing parity for the SysAD bus during data cycles.
Check bus
SysCmd(8:0) System Command/data | Input/Output | A 9-bit bus for command and data identifier transmission between
identifier bus the processor and an external agent.
SysCmdP System Command/data | Input/Output | Unused on input and zero on output. This signal is defined to
identifier bus parity maintain R4000 compatibility.
RdRdy* Read Ready Input An external agent asserts RdRdy* to indicate that it can accept a
processor read request.
WrRdy* Write Ready Input An external agent asserts WrRdy* when it can accept a processor
write request.
ExtRqgst* External Request Input An external agent asserts ExtRgst* to request control of the Sys-
tem interface. The processor grants the request by asserting
Release*.
Release* Release interface Output In response to the assertion of ExtRqgst*, the processor asserts

Release*, signalling to an external agent that it has control of the
System interface.

ValidIn* Valid Input Input The external agent asserts Validin* when it is driving a valid
address or data on the SysAD bus and a valid command or data
identifier on the SysCmd bus.
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Name Definition Direction Description

ValidOut* Valid Output Output The processor asserts ValidOut* when it is driving a valid address
or data on the SysAD bus and a valid command or data identifier
on the SysCmd bus.

PRgst* Processor Request Output This signal is asserted by the RM7000 to request control of the
system interface.

PAck* Processor Acknowledge Input Assertion of this signal by the external agent indicates to the
RM7000 that it has been granted control of the system interface.

RspSwap* Response Swap Input RspSwap* is asserted by the external agent to signal the proces-
sor that a memory reference will be completed out of order. In
order for the processor to have adequate time to switch the
address to the tertiary cache, this signal must be asserted a mini-
mum of two cycles prior to the data itself being presented.

Note that this signal works as a toggle. For each cycle that it is
held asserted, the order of return is reversed. By default, any time
the processor issues a second read, it is assumed that the reads
will be returned in order. No action is required if the reads are
returned in order.

RdType Read Type Output During the address cycle of a read request, this pin is asserted
high for instruction reads and deasserted low for data reads.

8.3 Clock Interface Signals

Table 8.2: lists the Clock interface signals.

Table 8.2: Clock Interface Signals

Name Definition Direction Description

SysClock System Clock Input Master clock input used as the system interface reference clock.
Pipeline operation frequency is derived by multiplying this clock
up by the factor selected during boot initialization.

VccP Quiet Vcc for PLL Input Quiet Vcc for the internal phase locked loop.
VssP Quiet Vss for PLL Input Quiet Vss for the internal phase locked loop.

8.4 Interrupt Interface Signals

The Interrupt interface signals make up the interface used by external agents to interrupt the RM7000 processor. The RM7000
supports an enhanced interrupt handling mechanism that includes support for ten external iTedte@s3: lists the Inter-
rupt interface signals.

Table 8.3: Interrupt Interface Signals

Name Definition Direction Description
Int*(9:0) Interrupt Input Ten general processor interrupts. These signals are bit-wise
OR’ed with bits 9:0 of the interrupt register.
NMI* Non-Maskable Interrupt Input Non-Maskable interrupt, OR’ed with bit 10 of the interrupt register.
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8.5 Initialization Interface Signals

The Initialization interface signals allows an external agent to initialize the processors operating parameters. The fundamer
operating modes for the processor are initialized by the boot-time mode control interface. The boot-time mode control seria
interface operates at a frequency equivaleSysClockdivided by 256 (SysClock/256). This low frequency allows the initial-

ization information to be kept in a low cost EPROM. This informational could also be generated by a system interface ASIC

Immediately after th&/ccOk signal is asserted, the processor reads a serial bit stream of 256 bits to initialize all the fundamer
tal operation modeddodeClock runs continuously from the assertionvafcOk.

Table 8.4: lists the Initialization interface signals.

Table 8.4: |Initialization Interface Signals

Name Definition Direction Description

BigEndian Endian Mode Select Input Allows the system to change the processor addressing mode
without rewriting the mode ROM. If endianness is to be specified
via the BigEndian pin, program mode ROM bit 8 to zero. If endian-
ness is to be specified by the mode ROM, the BigEndian pin is

grounded.

ColdReset* Cold Reset Input This signal must be asserted for a power on reset or a cold reset.
ColdReset* must be deasserted synchronously with SysClock.

ModeClock Boot Mode Clock Output Serial boot-mode data clock output; runs at the system clock fre-
quency divided by 256: (SysClock/256).

Modeln Boot Mode Dataln Input Serial boot-mode data input.

Reset* Reset Input This signal must be asserted for any reset sequence. It may be

asserted synchronously or asynchronously for a cold reset, or
synchronously to initiate a warm reset. Reset* must be deas-
serted synchronously with SysClock.

VccOk Vcc is OK Input When asserted, this signal indicates to the processor that the
+2.5 volt power supply has been above 2.0 volts and a stable
MasterClock has been provided for more than 100 milliseconds.
The assertion of VccOk initiates the reading of the boot-time
mode control serial stream.

8.6 Tertiary Cache Interface

The RM7000 tertiary cache interface is identical to the MIPS R5000 secondary cache interface and provides all of the cont
signals necessary for interfacing to external data RAMs and tag RAMSs. The tertiary cache is accessed only on a secondan
cache miss. A tertiary cache access is initiated simultaneously with a main memory access, allowing some of the memory
access time to be hidden in the event of a tertiary cache miss. If there is a tertiary cache “hit” the main memory access is
aborted. However, if there is a tertiary cache “miss”, the main memory access is already in progress and the data can be
retrieved in the shortest possible time. External logic asbekisitch to indicate that the requested data resides in the tertiary
cache. Th@&cValid signal is driven by the RM7000 on a write operation to indicate whether the cache line is valid or invalid.
On tag read operations the tag RAM driVe¥alid to indicates the state of the line being accessed.

In addition to the standard data RAM and tag RAM read, write, output, and chip enables, the tertiary cache interface suppo
a block clear function. The RM7000 ass@rit€LR* to invalidate all entries in the tertiary cache tag RAM. This is accom-
plished by clearing all of the valid bits for each tag RAM entry. Note that this signal is valid only for tag RAMs thatthepport
block clear function, which is not required in order for the cache to operate.

Table 8.5: shows a listing of the tertiary cache interface signals.
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Table 8.5: Tertiary Cache Interface Signals

Name Definition Direction Description
TcCLR* Tertiary Cache block Output For tag RAMs that support the block clear function, the assertion
Clear of TcCLR* by the RM7000 causes all valid bits to be cleared in the
tag RAMs. Many RAM’s may not support a block clear. It is not
required for the cache to operate.

TcCWE*(1:0) Tertiary Cache Write Output Assertion of these signals by the RM7000 causes write data to be

Enable written into the cache. Two identical signals are provided to bal-
ance the capacitive load relative to the remaining cache interface
signals.

TcDCE*(1:0) Tertiary Cache Data RAM Output | Assertion of these signals by the RM7000 enables the Data

Chip Enables RAM'’s to do a read or write operation. Two identical signals are
provided to balance the capacitive load relative to the remaining
cache interface signals.

TcDOE* Tertiary Cache Data Out- Input Assertion of this signal by external logic causes the data RAM’s to

put Enable drive data onto their I/O pins. This signal is monitored by the pro-
cessor to recognize the last data cycle one cycle before it is on
the SysAD bus.

TcLine (17:0) Tertiary Cache Line Index Output Tertiary cache line index.

TcMatch Tertiary Cache Tag Match Input Assertion of this signal by the tag RAM indicates that a match
occurred between the value on its data inputs and the contents of
its RAM at the value on its address inputs.

TcTCE* Tertiary Cache Tag Chip Output Assertion of this signal by the RM7000 causes either a read or a

Enable write of the Tag RAM depending on the state of the Tag RAM’s
write enable signal. This signal is monitored by the external agent
and indicates that a tertiary cache access is starting.

TcTDE* Tertiary Cache Tag Data Output Assertion of this signal by the RM7000 causes the value on the

Enable data inputs of the Tag RAM to be latched into the RAM. If a refill of
the RAM is necessary, this latched value is written into the Tag
RAM array. Latching the tag allows a shared address/data bus to
be used without incurring a penalty during the refill sequence.

TcTOE* Tertiary Cache Tag Out- Output This signal is asserted by the RM7000 and causes the Tag RAM

put Enable to drive data onto its I/O pins.

TcWord (1:0) Tertiary Cache double Input/Output | This signal is asserted by the RM7000 on a cache hit and by the

Word index external agent on a cache miss refill.
TcValid Tertiary Cache Valid Input/Output | This signal is driven by the RM7000 during a write operation and

indicates that the cache line is valid. If this signal is not asserted

during a write, the corresponding cache line is invalid. On tag read
operations the Tag RAM drives this signal to indicate the state of
the cache line.

8.7 JTAG Interface Signals

The RM7000 interface supports JTAG boundary scan in conformance with the IEEE 1149.1 specification. The JTAG interface
is especially helpful for checking the integrity of the processor pin connections. Table 8.6: lists the JTAG interface signal
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Processor Bus Interface

Table 8.6: JTAG Interface Signals

Name Definition Direction Description
JTDI JTAG Data In Input JTAG serial scan data input.
JTCK JTAG Clock input Input JTAG serial scan clock
JTDO JTAG Data Out Output JTAG serial scan data output.
JTMS JTAG Mode Select Input JTAG command, indicates the incoming serial data is command
data.
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Section 9 Clock Interface

The RM7000 incorporates a single master input cl8gkClock upon which all internal and external clocks are based. All
output timings are relative to this clock.

The internal pipeline clock, PClock, is derived by multiplyBygsClockby the multiplication factor selected by bits [20, 7:5]
of the boot mode settings during power-up. PClock is phase-aligisgg@ock All internal registers and latches use PClock.

9.1 PClock Divisors

The RM7000 incorporates four new clock divisor ratios. In addition to the standard clock ratios (2, 3, 4, 5, 6, 7, & y&and 9), t
RM7000 supports ratios of 2.5, 3.5 and 4.5. These non-integral clock divisors help compensate for increasing internal clocl
frequencies by giving the designer of wider range of bus frequencies to choose from.

9.2 Data Alignment to SysClock

Processor input data must be stable for a maximungh$ before the rising edge 8jsClockand must remain stable a
minimum of Toy ns after the rising edge 8sClock An input timing diagram is shown in Figure 9.2.

Processor output data changes a minimumpg§,Ji, ns and becomes stable a maximum g J,4 NS after the rising edge of

SysClock This drive-time is the sum of the maximum delay through the processor output drivers together with the maximun
clock-to-Q delay of the processor output registers. An output timing diagram is shown in Figure 9.3.

9.3 Phase-Locked Loop (PLL)

The processor aligns PClock aBgsClockwith internal phase-locked loop (PLL) circuits that generate aligned clocks. By
their nature, PLL circuits are only capable of generating aligned clocky$@lockfrequencies within a limited range.

Clocks generated using PLL circuits contain some inherent inaccuracy, or jitter; a clock aligriegs®@itickby the PLL can
lead or trailSysClockby as much as the related maximum jittgrallowed by the individual vendor. TheyE,, parameter

must be added to thed Ty, and Ty, parameters, and subtracted from thg, Parameters to get the total input and output

timing parameters.
Tsch Tscl ‘

Tscr Tscf iTj itterln

Figure 9.1 SysClock Timing

Figure 9.1 shows th8ysClocktiming parameters. ThgysClockinput must meet the maximum rise timg ), maximum
fall ime (Tgcg), minimum Tgeptime, minimum T time, and Jyenin Parameters for proper operation of the PLL. Refer to the
RM7000 datasheet for these values.
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9.4 Input and Output Timing Diagrams

SysClock

Data Data >

Figure 9.2 Input Timing

Figure 9.2 shows the input timing parameters.

SysClock 4/—\_ ~ / \

TDOmax
Tpoomin
Data >< Data Data

—»

Figure 9.3 Output Timing

Figure 9.3 shows the output timing parameters measured at the midpoint of the rising clock edge.
9.5 Boot Mode Clock

The RM7000 drives thilodeClock output which is used as the clock for the serial boot serial data stream. This signal is
derived by dividing th&ysClockfrequency internally by 256. The boot mode clock commendéscadk being asserted and
continues running after the boot sequence has completed.

9.6 Standby Mode

The RM7000 provides a Standby mode for reducing the amount of power consumed by the internal core. In Standby mode the
processor bus clocks are stopped and the RM7000 is placed in an idle state. During this time the PLL, internal timer/counter,
and the boot ROM clock remain active and continue to operate, along with the following “wake-up” input signals:

e Int*[9:0]
« NMI*

« ExtReqg*
¢ Reset*

* ColdReset*

Execution of aVAIT instruction places the RM7000 in Standby mode. Once the processor enters the Standby mode, any inter-
rupt, including an internally generated timer interrupt, causes the processor to exit Standby mode and resume normal execu-
tion.

To enter Standby mode tBysAD bus must be idle when tN&AIT instruction finishes the W stage of the pipeline. If the bus
is not idle theNVAIT instruction is treated adNOP. TheWAIT instruction is typically inserted in the idle loop of the operating
system or real time executive. Figure 9.4 illustrates the Standby mode Operation.
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RM7000 I/F
_ RM7000 samples the SysAD/SysCMD/Control pins on each rising edge of
SysAD MasterClock.
P
If Bus Activity is
cmd Bus When “Wait” instruction finishes the W-stage, the Detected
< > RM7000 core will check for BUS ACTIVITY. j
—_— If no Bus - —
ExtRgst* Activity is “WAIT” instruction is treated
INt4[9:0] Detected as a “NOP” instruction.
NMI*
Reset*
ColdReset* Once in Standby Mode, PClock is Suspended, freezing the
pipeline; however, the PLL and internal counter/timer re-
main active, along with the following signals:
ExtRgst*
Release* ModeClock
Int*[9:0]
WrRdy* NMI*
Reset*
RdRdy* ColdReset*
—_—
Validin* ‘
—>
If Int*[9:0], NMI*, or Reset* are asserted, or an internal timer
validout interrupt occurs, RM7000 exit Standby Mode.
idOu ‘
After exiting Standby Mode, the RM7000 does not sample any Control/
SysAD/SysCMD bus signals on the first rising edge of SysClock. Bus ac-

tivity and other internal processes resumes using the latched information
that existed before entering standby mode.

Note: During standby mode, all control signals for the CPU must be deas-
serted or put into the appropriate state, and all input signals, except
Int*[9:0], Reset*, ColdReset* and ExtRgst*, must remain unchanged.

Figure 9.4 Standby Mode Operation
9.7 PLL Analog Power Filtering

The Phase Lock Loop circuit requires several passive components for proper operation. The recommended configuration i
shown in Figure 9.5. The smaller value capacitor should be placed as close as possible to the device.
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S
5 ohmé
J_ L VccP
1opF—= 0.1 uFT 1nF
i VssP
5 ohm%
Board
Vss Vss
Figure 9.5 PLL Filter Circuit
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Section 10 Initialization Interface

The RM7000 is initialized based on the following three types of reset conditions.

« Power-on reset This type of reset occurs when the system is first turned on. A power-on reset sequence causes the
RM7000 to initialize the internal state machines and begin reading from the boot ROM.

» Cold reset A cold reset condition restarts all clocks, but the power supply remains stable. A cold reset completely reini-
tializes the internal state machines of the processor without saving any state information.

* Warm reset A warm reset condition restarts the processor, but does not affect the clocks or the processors internal sta
machines.

The Initialization interface is a serial interface that operates at the frequencysgktbleckdivided by 256: $ysClock256).
This low-frequency operation allows the initialization information to be stored in a low-cost ROM device.

There are also several CPO register that can be used to set, or read, the configuration state of the processor. These registe
include theConfig Registerthelnfo Registerand theProcessor ID (PRID) Register

10.1 Processor Reset Signals

The RM7000 processor incorporates three types of reset input sigoe@®k, ColdReset* andReset*

VccOk: TheVeceOk signals is asserted (high) by system logic and indicates to the processor that the following voltage parar
eters have been met. Each of these voltages must be at 90% of the targéfduddres asserted.

* The +3.3 volt power supply/€clO) has been above 3.0 volts for more than 100 milliseconds.
* The +2.5 volt power supply/€cP) has been above 2.25 volts for more than 100 milliseconds.
e The +2.5 volt power supply/Ecint) has been above 2.25 volts for more than 100 milliseconds.

The assertion 0¥ ccOKk initiates the reading of the boot-time mode control serial stream. Refer to section 10.2, “Initialization
Sequence” on page 113 for more information.

ColdReset*: The ColdReset*signal must be asserted (low) for either a power-on reset or a colddelsiReset* must be
deasserted synchronously wikisClock

Reset*: The Reset*signal must be asserted for any reset sequence. It can be asserted synchronously or asynchronously fo
cold reset, or synchronously to initiate a warm ré8eset* must be deasserted synchronously \8iisClock

Modeln: Serial boot mode data in.

ModeClock: Serial boot mode data clock. This clock operates abyis€lockfrequency divided by 256&§sClock256).
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Table 10.1: RM7000 Processor Signal Summary

Description Name I/0 ASSSZ tt:d Tri-State F;f:teet

System address/data bus SysAD[63:0] le] High Yes Q)
System address/data check bus SysADC[7:0] I/O High Yes Q)
System command/data identifier bus SysCmd[8:0] le] High Yes Q)
System command/data identifier bus parity SysCmdP I/O High Yes Q)
Valid Input ValidIn* I Low No N/A
Valid Output ValidOut* (0] Low Yes (2)
External request ExtRqgst* I Low No N/A
Release interface Release* (0] Low Yes (2)
Read ready RdRdy* I Low No N/A
Processor Request PRgst* (0] Low Yes (2)
Processor Acknowledge PAck* I Low No N/A
Read Type RdType (0] High Yes 2)
Response Swap RspSwp* I Low No N/A
Write ready WrRdy* I Low No N/A
Interrupts Int*[9:0] | Low No N/A
Non-Maskable Interrupt NMI* I Low No N/A
Boot mode data in Modeln I High No N/A
Boot Mode clock ModeClock (0] High No (4)
Master Clock MasterClock I High No N/A
Vcc is within specified range VccOK | High No N/A
Cold Reset ColdReset* I Low No N/A
Reset Reset* I Low No N/A
Big Endian Bigendian I High No N/A
JTAG Data In JTDI I High No N/A
JTAG Clock JTCK I High No N/A
JTAG Data Output JTDO @) High Yes High
JTAG Command JTMS I High No N/A
Tertiary Cache Flash Clear TcCLR* (0] Low Yes 2)
Tertiary Cache Chip Write Enable TcCWE(1:0)* (0] Low Yes 2)
Tertiary Cache Data Chip Enable TcDCE(1:0)* (@) Low Yes 2)
Tertiary Cache Data Output Enable TcDOE* I Low No N/A
Tertiary Cache TAG Match TcMatch I High No N/A
Tertiary Cache TAG Chip Enable TcTCE* (0] Low Yes 2)
Tertiary Cache Device Enable TcTDE* (0] Low Yes (2)
Tertiary Cache TAG Output Enable TcTOE* (0] Low Yes 2)
Tertiary Cache Line index TcLine[17:0] (0] High Yes (1)
Tertiary Cache Word index TcWord[1:0] I/0 High Yes Q)
Tertiary Cache TAG Valid TcValid 110 High Yes (2)
Key to Reset State Column:
Note 1:  All I/O pins (SysAD[63:0], SysADCJ[7:0], etc) remain tri-stated until the Reset* signal deasserts.
Note 2:  All output only pins (ValidOut*, Release*, etc), except the clocks, are tri-stated until the ColdReset* sig-

nal deasserts.
Note 3:  All clocks, except ModeClock, are tri-stated until VccOK asserts.
Note 4:  ModeClock is always driven
Note 5:  NA - Not Applicable to input pins.

110
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10.1.1 Power-on Reset

The sequence for a power-on reset is listed below. Figure 10.1 shows the power-on system reset timing diagram.

1.

Power-on reset applies a stalfleelO of at least +3.0 volts from the +3.3 volt power supply to the processor, a stable
VccP of at least +2.25 volts from the +2.5 volt power supply, and a staiclat of at least +2.25 volts from the +2.25
volt power supply. It also supplies a stable, continuous system clock at the processor operational frequency.

After at least 100 ms of stableclO, VccP, Vccint, andSysClock the system asserts tHecOK signal, which initial-
izes the processor operating parameters. After the mode bits have been read in, the processor allows its internal phas
locked loops to lock, stabilizing the processor internal cle¢kdgck).

ColdReset*is asserted for at least 64K SysClockcycles after the assertion\d€cOK. Once the processor reads
the boot-time mode control serial data stre@oidReset* can be deassertedoldReset* must be deasserted synchro-
nously withSysClock ColdReset*must be asserted wh¥teccOK asserts. The behavior of the processor is undefined if
VccOK asserts whil€oldReset*is deasserted.

After ColdReset*is deasserted synchronouskgset*is deasserted to allow the processor to begin running. Note that
Reset*must be held asserted for at leasS§4Clockcycles after the deassertion@dldReset* Reset*must be deas-
serted synchronously witBysClock

Note: ColdReset*must be asserted wheitcOK asserts. The behavior of the processor is undefined if
VccOK asserts whil€oldReset*is deasserted.

Vce 3.0v
sysClock WATAWATA! FRYAN
5100 mP™

VccOK

2&_ SysClock /
ModeClock cycles\ /[ \__ /[ \_/

‘Tds Tan ‘
Modeln Bito > { Bitl » || it255)
Tds

ColdReset* 364

~€————— 564K SysClocks——SysCocks
Reset* (

-

ds

Figure 10.1 Power-On Reset Timing Diagram

10.1.2 Cold Reset

A cold reset can begin anytime after the processor has read the initialization data stream, causing the processor & take a F
exception. A cold reset requires the same sequence as a power-on reset except that the power is presumed to be stable b
the assertion of the reset inputs and the deassertieccafK.

To begin the reset sequence, the system dea¥sex@K for a minimum of at least 68ysClockcycles before reassertion.
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Vcc

SysClock —

VccOK

NAVAWA

S64
B ﬁ SysCIock7

TA\WARAY FRYAN

Ik

ModeClock

Modeln

ColdReset*

(I VAN (A
Tas| Tan |
Bito > ( Bit1 » || <Bit255

Tas

Reset*

<@————— 564K SysClocks SysClocks

Figure 10.2

Figure 10.2 shows the cold reset timing diagram.

10.1.3 Warm Reset

Cold Reset Timing Diagram

To execute a warm reset, the system asserRebet*input synchronously witBysClock Reset*must remain asserted for at
least 64SysClockcycles before being deasserted synchronouslySyiiClock The boot-time mode control serial data
stream is not read by the processor on a warm reset. A warm reset forces the processor to take a Soft Reset exception.

Vce

SysClock

VccOK

ColdReset*

Reset*

3.3v

NN PA NN

Tas

Figure 10.3

364 SysClocks
-

Warm Reset Timing Diagram

Figure 10.3 shows the warm reset timing diagram.

10.1.4 Processor Reset State

After a power-on reset or cold reset, all processor internal state machines are reset and the processor begins execution at the
reset vector. All processor internal states are preserved during a warm reset, although the precise state of the cadres depends

whether or not a cache miss sequence has been interrupted by resetting the processor state machines.
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10.2 Initialization Sequence

The boot-mode initialization sequence begins immediately after the system ¥es@is As the processor reads the serial
stream of 256 bits through tivodeln pin, the boot-mode are used to initialize all fundamental processor modes.

The initialization sequence is listed below.

1. The system deasserts WecOK signal. TheModeClock output is held asserted.

2. The processor synchronizes MedeClock output at the tim&ccOK is asserted. The first rising edgeMddeClock
occurs 258ysClockcycles afteccOK is asserted.

3. Each bit of the initialization stream is presented aMbdeln pin after each rising edge bfodeClock. The processor
samples 256 initialization bits from tivodeln input.

10.3 Boot-Mode Settings

The following rules apply to the boot-mode settings:

e Bit 0 of the stream is presented to the processor Wiee®K is first asserted.
» Selecting a reserved value results in undefined processor behavior.
» Zeros must be scanned in for all reserved bits.

Table 10.2: shows the boot mode settings.

Table 10.2: Boot Mode Settings

Bit Value RM7000 Mode Setting
0 0 Reserved: must be zero
64-bit Write-back data rate

0 DDDD
1 DDxDDx
2 DDxxDDxx
3 DxDxDxDx
4:1 4 DDxxxDDxxx
5 DDxxxxDDxxxx
6 DxxDxxDxxDxx
7 DDXXXXXXDDXXXXXX

8 DXxxXDxxxDxxxDxxx
9:15 |Reserved

SysCkRatio: SysClock to Pclock Multiplier. See mode bit 20 below. Integer multipliers enabled / half multipliers
enabled

0 Multiply by 2

Multiply by 3

Multiply by 4

Multiply by 5 / Multply by 2.5

Multiply by 6

Multiply by 7 / Multiply by 3.5
Multiply by 8

Multiply by 9 / Multiply by 4.5

75

N o O M| W NP
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Bit Value RM7000 Mode Setting
EndBit: Specifies byte ordering. Logically ORed with the BigEndian signal.
8 0 Little-Endian ordering
1 Big Endian ordering
Determines how non-block writes are handled.
0 R4000 compatible
10:9 1 Reserved
2 Pipelined non-block writes
3 Non-block write-reissue
TmrintEn: Disables Timer Interrupt on Int*[5]
11 0 Timer Interrupt Enabled, Int*[5} disabled
1 Timer Interrupt Disabled, Int*[5] enabled
Tertiary Cache Interface
12 0 Disable tertiary cache
1 Enable tertiary cache
DrvOut: Output driver slew rate control
10 | 100% (fastest)
14:13 11 |83%
00 |67%
01 |50% (slowest)
| Tertiary cache Pipelined Burst RAM type:
| 15 0 Dual-Cycle Deselect
| 1 Single-Cycle Deselect
XX | Tertiary Cache Size:System designer is free to choose encoding as the CPU does not use these bits. If the
17:16 tertiary cache is not implemented, these bits can be used for processor identification in a multiple-CPU sys-
tem.
19:18 0 Reserved: Must be zero
SysClock multipliers:
20 0 Integer multipliers (2, 3, 4,5, 6,7, 8, 9)
1 Half integer multipliers (2.5, 3.5,4.5)
| 23:21 0 Reserved: Must be zero
| Joint TLB Size:
| 24 0 48 Pairs of even/odd entries allowing 96 pages to be mapped.
| 1 64 Pairs of even/odd entries allowing 128 pages to be mapped.
Enable integrated secondary cache:
25 0 Disable cache
1 Enable cache
Enable two outstanding reads with out-of-order return:
26 0 Disable
1 Enable
255:27 0 Reserved: Must be zero
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10.4 CPO Registers used in initialization and configuration

While most of the CPO registers are used for memory management and interrupts and exception processing, there are four
isters that can provide the use information on and control over the configuration of the RM7000. These three registers are |
Processor ID (PRIDyegister, theConfigurationregister, theéStatusregister, and thinfo register.

10.4.1 Processor Revision Identifier (PRId) Register (Set 0, Register 15)

31 16 15 87 0
0 Imp Rev

16 8 8

Figure 10.4 Processor Revision ldentifier Register Format
The 32-bit, read-onlfProcessor Revision IdentifiéPRId) register contains information identifying the implementation and
revision level of the CPU and CPO. Figure 10.4 shows the format BRIdregister; Table 10.3: describes #PRIdregister
fields.

Table 10.3: PRId Register Fields

Field Description
Imp Implementation number = 0x27
Rev Revision number
0 Reserved. Must be written as zeroes, and returns zeroes when read.

The low-order byte (bits 7:0) of tHeRId register is interpreted as a revision number, and the high-order byte (bits 15:8) is
interpreted as an implementation number. The implementation number of the RM7000 processor is 0x27. The content of tf
high-order halfword (bits 31:16) of the register is reserved.

The revision number is stored as a value in the formwherey is a major revision number in bits 7:4 atid a minor revision
number in bits 3:0.

The revision number can distinguish some chip revisions, however there is no guarantee that changes to the chip will nece:
ily be reflected in th@RIdregister, or that changes to the revision number necessarily reflect real chip changes. For this rea
son, these values are not listed and software should not rely on the revision numbBRildtlegister to characterize the

chip.

10.4.2 Config Register (Set 0, Register 16)

The Config register specifies various configuration options which can be selected.

Some configuration options, as definedynfigbits 31:13,11:3 are read from the initialization mode stream by the hardware
during reset and are included in Benfigregister as read-only status bits for the software to access. Other configuration
options are read/writeConfigregister bits 12, 3:0) and controlled by software; on reset these fields are undefined.

Certain configurations have restrictions. Toenfigregister should be initialized by software before caches are used. Caches
should be written back to memory before line sizes are changed, and caches should be reinitialized after any change is me
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31 30 28 27 24232221201918 17 16 151413 1211 9 8 6 54 3 2 0

SC

EC EP SB| SI | EW|TC| CLK|BEEMEB[TE| IC DC |IBDB|SE| KO

1

3 4 2 2 2 1 1 1111 3 3 111 3

Figure 10.5 Config Register Format

Figure 10.5 shows the format of tBenfigregister; Table 10.4: describes thenfigregister fields.

Table 10.4: Config Register Fields

Bit(s) Field Description
31 SC Secondary Cache Present: Value loaded from Mode bit[25].
0: Secondary Cache present
1. Secondary Cache not present.
30:28 EC System clock ratio: Value loaded from Mode bits[7:5]
0:  processor clock frequency divided by 2
1:  processor clock frequency divided by 3
2:  processor clock frequency divided by 4
3. processor clock frequency divided by 5 or 2.5
4:  processor clock frequency divided by 6
5.  processor clock frequency divided by 7 or 3.5
6. processor clock frequency divided by 8
7.  processor clock frequency divided by 9 or 4.5
27:24 EP Transmit data pattern (pattern for write-back data): Value loaded from Mode bits [4:1]
0: DDDD Doubleword every cycle
1: DDxDDx 2 Doublewords every 3 cycles
2. DDxxDDxx 2 Doublewords every 4 cycles
3:  DxDxDxDx 2 Doublewords every 4 cycles
4:  DDxxxDDxxx 2 Doublewords every 5 cycles
5. DDxxxxDDxxxx 2 Doublewords every 6 cycles
6:  DxxDxxDxxDxx 2 Doublewords every 6 cycles
7:  DDxxxxxxDDxxxxxx2 Doublewords every 8 cycles
8.  DxxxDxxxDxxxDxxx2 Doublewords every 8 cycles
23-22 SB Secondary Cache block size. (fixed at 8 words).
0: 4 words
1: 8 words
2: 16 words
3: 32 words
21:20 Sl System Configuration Identifier: Value loaded from Mode bits[17:16].
System designer is free to choose encoding as the CPU is not affected by these bits.
19:18 EW SysAD bus width. Set to 64-bit by default.
00: 64-bit
01,10,11: Reserved
17 TC Tertiary Cache Present: Value loaded from Mode bit 12.
0: Tertiary Cache present
1:  Tertiary Cache not present.
16 CLK Identifies the value of mode bit 20, set during the boot time initialization process. A value of 1 indicates
that the half-integer clock multiplier is enabled.
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Bit(s) Field Description
15 BE Big Endian Mode: Value loaded from the OR function of Mode bit 8 and the BigEndian pin.
0: Little Endian
1. Big Endian
14 EM ECC mode enable. Fixed to parity by default.
0: ECC mode
1:  Parity mode
13 EB Block ordering. Fixed to sub-block by default.
0:  Sequential
1:  Sub-block
12 TE Tertiary Cache Enable: Setting this bit enables the external tertiary cache controller. (software writable)
11:9 IC Primary Instruction cache Size (I-cache size = 212*IC pytes). Fixed to 16 Kbytes.
8:6 DC Primary Data cache Size (D-cache size = 212*PC pytes). Fixed to 16 Kbytes.
5 1B Primary Instruction cache line size. Fixed to 32 bytes.
0: 16 bytes
1: 32 bytes
4 DB Primary Data cache line size. Fixed to 32 bytes.
0: 16 bytes
1. 32 bytes
3 SE Secondary Cache Enable: Setting this bit enables the secondary cache. (software writable)
2:0 KO kseg0 coherency algorithm (software writable)

10.4.3 Status Register (Set 0, Register 12)

The Statusregister ER is a read/write register that contains the operating mode, interrupt enabling, and the diagnostic state:
of the processor. The following list describes the more impoBttisregister fields.

» The 8-bitinterrupt Mask (IM) field controls the enabling of eight interrupt conditions. Interrupts must be enabled before
they can be asserted, and the corresponding bits are set in bbtiethept Mask field of theStatusregister and the
Interrupt Pending field of theCauseregister/M[1:0] are software interrupt masks, whild[7:2] correspond to
Int*[5:0] . (/M7 enables the Timer Interrrupt @R7 unless mode bit 11 is set to enallg5 on /IP7.) Int*[9:6] are
enabled in théntControl register. Please refer to Section 14, “Interrupts”, tonf9:6] and to enable the prioritized,
vectorized interrupt capability.

e The 3-bitCoprocessor Usability (CU) field controls the usability of 4 possible coprocessors. Regardless GUie
bit setting, CPO is always usable in Kernel mode. For all other cases, an access to an unusable coprocessor causes ar
exception.

* The 9-bitDiagnostic Status (DS) field is used for self-testing, and checks the cache and virtual memory system.

* TheReverse-Endian (RE) bit, bit 25, reverses the endianness of the machine. The processor can be configured as eith
little-endian or big-endian at system reset; reverse-endian selection is used in Kernel and Supervisor modes, and in the
User mode when thRE bit is 0. Setting th&E bit to 1 inverts the User mode endianness.

10.4.3.1 Status Register Format

Figure 10.6 shows the format of tBtatusregister. Table 10.5: describes Statusregister fields. Figure 10.7 and Table 10.6:
provide additional information on theiagnostic Status (DS) field. All bits in theDS field exceptTS are readable and
writable.
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31 30 28 27 26 25 24 16 15 87 6 5432 1 O

XX (Cu2-Cu0 CO|FR| RE DS?} IM7 - IMO KX|SX| UX|KSU | ERL EXL| IE
X

1 11 1 9 8 1 11 2 1 1 1

Figure 10.6 Status Register

Table 10.5: Status Register Fields

Bit(s)

Field

Description

31

XX

Enables execution of MIPS |V instructions in user-mode
1. MIPS IV instructions usable
0: MIPS IV instructions unusable

30:28

Cu

Controls the usability of each of the three coprocessor unit numbers. CPO is always usable when in
Kernel mode, regardless of the setting of the CUj bit.

1: usable
0:  unusable

27

CO

Setting this bit enables use of the Hit_Writeback and Hit-Writeback_Invalidate CACHE instruction
while in user mode. Clearing this bit disables use of these instructions while in user mode.

26

FR

Enables additional floating-point registers
0: 16 registers
1:  32registers

25

RE

Reverse-Endian bit, valid in User mode.

24:16

DS

Diagnostic Status field (see Figure 10.7).

15:8

IM[7:0]

Interrupt Mask (Lower): controls the enabling of eight of the external, internal, and software inter-
rupts. An interrupt is taken if interrupts are enabled, and the corresponding bits are set in both the
Interrupt Mask field of the Status register and the Interrupt Pending field of the Cause register.
IM[7:2] correspond to Int*5 through Int*0. IM7 also enables the Timer Interrrupt if mode bit 11 is 0.
IM[1:0] correspond to SWINT1 and SWINTO. (Int*[9:6] are enabled in the IntControl register).

0: disabled
1: enabled

KX

Enables 64-bit addressing in Kernel mode. The extended-addressing TLB refill exception is used
for TLB misses on kernel addresses.

0:  32-bit
1:  64-bit

SX

Enables 64-bit addressing and operations in Supervisor mode. The extended-addressing TLB refill
exception is used for TLB misses on supervisor addresses.

0:  32-bit
1.  64-bit

uUXx

Enables 64-bit addressing and operations in User mode. The extended-addressing TLB refill
exception is used for TLB misses on user addresses.

0: 32-bit
1. 64-bit

4:3

KSU

Mode bits
10: User
01: Supervisor
00: Kernel
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Bit(s)

Field

Description

2

ERL

Error Level; set by the processor when Reset, Soft Reset, NMI, or Cache Error exception are
taken.

0:  normal
1. error
When ERL is set:
Interrupts are disabled.
The ERET instruction uses the return address held in ErrorEPC instead of EPC.

Kuseg and xkuseg are treated as unmapped and uncached regions.This allows main memory
to be accessed in the presence of cache errors.

EXL

Exception Level; set by the processor when any exception other than Reset, Soft Reset, NMI, or
Cache Error exception are taken.

0:  normal

1. exception
When EXL is set:
Interrupts are disabled.

TLB refill exceptions will use the general exception vector instead of the TLB refill vector.
EPC is not updated if another exception is taken.

Interrupt Enable
0: disable interrupts
1: enables interrupts

24 23 22 21 20 19 18 17 16
0 0 BEV 0 SR 0 CH CE DE
1 1 1 1 1 1 1 1 1

Figure 10.7 Status Register Diagnostic Status Field

Table 10.6: Status Register Diagnostic Status Bits

Bit(s) Field Description
22 BEV Controls the location of TLB refill and general exception vectors.
0: normal
1:  bootstrap
20 SR 1: Indicates that a Soft Reset or NMI has occurred.
18 CH Hit (tag match and valid state) or miss indication for last CACHE Hit Invalidate, Hit Write
Back Invalidate, or Hit Write Back for the secondary cache.
0:  miss
1 hit
17 CE Contents of the ECC register set or modify the check bits of the caches when CE = 1; see
description of the ECC register.
16 DE Specifies that cache parity or ECC errors cannot cause exceptions.
0: parity/ECC remain enabled
1: disables parity/ECC
0 Reserved. Must be written as zeroes, and returns zeroes when read.
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10.4.4 Info Register (Set 0, Register 7)

TheInfo register specifies various configuration options which have been selected at boot-time as well as the particulars of the
on-chip cache confiration. It also contains a global interrupt enable/disable bit..

Some configuration options, as definedbfp registerbits 28:23 are read from the initialization mode stream by the hardware

during reset and are included in théo register as read-only status bits for the software to access. The only option writable by
softe is the global interrupt enable.disable bit (bit 0, GIE).

31:29 28 27:26 25 24:23 22:17 16:11 10:5 4:1 0

0 BM| DS [NP| WP DWW W SW SS | AE

Figure 10.8 Info Register Format
Figure 10.5 shows the format of thrdo register; Table 10.4: describes théo register fields.

Table 10.7: Info Register Fields

Bits Field Description

28 BM Burst Mode: Read from modebit 15
0 : pipelined Scache RAMS (dual cycle deselect)
1: burst mode Scache RAMS (single cycle deselect)

27..26 DS Drive Strength: Drive strength of pad output drivers. Read from modebits 14:13
00 : 67% drive strength

01 : 50% drive strength

10 : 100% drive strength

11 : 83% drive strength

25 NP Non-pendant bus mode: Read from modebit 26
0 : overlapping reads disabled
1: overlapping reads enabled

24..23 WP Write Protocol: Read from modebits 10:9
00 : R4000 compatible

01 : Reserved

10 : Pipelined writes

11 : Write re-issue

22..17 DW Primary Data Cache Sets:
000100 : 4 sets
all other patterns : reserved

16..11 [\ Primary Instruction Cache Sets:
000100 : 4 sets
all other patterns : reserved

10.5 SW Secondary Cache Sets:
000100 : 4 sets
all other patterns : reserved

4.1 SS Secondary Cache Size:

0010 : 256 Kbytes
all other patterns : reserved

0 AE Atomic Enable: Atomic Interrupt Enable/Disable. This bit allows atomic enable/disable of interrupts
without a read-modify-write sequence to the SR.IE bit.

Writing a one to this bit globally enables interrupts

Writing a zero to this bit globally disables interrupts

This bit returns a zero on a read.
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Section 11 System Interface Transactions

There are two broad categories of transactiprecessor requestndexternal requestsThe processor issuepecessor
requestghrough the System interface to access an external resource. An external agent requesting access to a processor i
nal resource generates external requestThis section describes these requests along with the tertiary cache transactions.

11.1 Terms Used

The following terms are used in the next sections of this document and are clarified here for reference:

» An external agenis any logic device connected to the processor, over the System interface, that accepts processor
requests.

« A system evens an event that occurs within the processor and requires access to external system resources.
» Sequenceefers to the precise series of requests that a processor generates to service a system event.

» Protocolrefers to the cycle-by-cycle signal transitions that occur on the System interface pins to perform a processor ol
external request.

» Syntaxrefers to the precise definition of bit patterns on encoded buses, such as the command bus.
11.2 Processor Requests

The RM7000 issuesf@ocessor requeshrough the System interface, to access an external resource. The processor System
interface must be connected to an external agent that is compatible with the System interface protocol, and can coordinate
access to system resources.

RM7000 External Agent

-
’

Processor Requests

* Read

e Write External Requests
* Write
e Null

<
<€

System Events
¢ Load Miss
¢ Store Miss
¢ Write Back
e Write Through
e Store Hit

Figure 11.1 Requests and System Events

An external agent requesting access to a processor internal resource genesdgaamequesthrough the System inter-
face. System events and processor and external request cycles are shown in Figure 11.1.
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11.2.1 Rules for Processor Requests

RM7000 External Agent

Processor Requests
* Read
* Write

\j

Figure 11.2 Processor Requests to External Agent
As shown in Figure 11.2, a processor request may be either a read or a write request.

A read requesasks for a block, doubleword, partial doubleword, word, or partial word of data either from main memory or
from another system resource.

A writerequestprovides a block, doubleword, partial doubleword, word, or partial word of data to be written either to main
memory or to another system resource.

By default, the RM7000 uses a pendant system interface that is compatible with the MIPS R5000. This means the processor is
only allowed to have one request pending at any time and that request must be serviced by an external device before the
RM7000 issues another request. The RM7000 can issue read and write requests to an external device, whereas an external
device can issue null and write requests to the RM7000.

The RM7000 also supports a hon-pendant system interface that is enabled by the mode stream during initialization. This
enhanced mode allows the CPU to place a second read request on the system interface before a previous read request has been
serviced. In addition, the RM7000 allows the external device to complete the second read request before the first. The order of
request completion is communicated via RepSwp signal.

For processor reads the RM7000 asserts ValidOut* and simultaneously drives the address and read command on the SysAD
and SysCmd buses. If the system interface has RdRdy* asserted, then the processor tristates its drivers and releases the system
interface to slave state by asserting Release* for one cycle. The external device can then begin sending data to the RM7000.

RM7000 External Agent

1. Processor issues read or write

o
’

2. External system controls
acceptance of requests by
asserting RdRdy* or WrRdy*

A

Figure 11.3 Processor Request Flow Control

The input signalRdRdy* andWrRdy* allow an external agent to manage the flow of processor reged&dy* controls
the flow of processor read requests, whileRdy* controls the flow of processor write requests. Processor request flow con-
trol is shown in Figure 11.3.

11.2.2 Processor Read Request

When a processor issues a read request, the external agent must access the specified resource and return the requested data. A
processor read request issues if a read address cycle is driverBysAlfizbus and the sign&dRdy* was asserted two
cycles earlier.
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A processor read request can be split from the external agent’s return of the requested data; in other words, the dxternal ag'
can initiate an unrelated external request before it returns the response data for a processor read. A processor eead reque:
completed after the last word of response data has been received from the external agent.

Note that the data identifier associated with the response data can signal that the returned data is erroneous, cazesng the pi
sor to take a bus error.

Processor read requests that have been issued, but for which data has not yet been returned, afgesalithgorbead
remains pending until the requested read data is returned.

The external agent must be capable of accepting a processor read request any time the following two conditions are met:

e There is no processor read request pending.
* The signaRdRdy* has been asserted for two or more cycles before the issue cycle.

11.2.3 Processor Write Request

When a processor issues a write request, the specified resource is accessed and the data is written to it. A processor write
request is complete after the last word of data has been transmitted to the external agent. The processor will nokissue a w
request if a processor read request has been issued and the requested data has not yet been received.

In the original R4000- compatibility write protocol, a processor write request issues if a write address cycle is drivire out on
SysAD bus and the sign&@l/rRdy* was asserted two cycles earlier.

Like the R4600, R4700, and R5000, the RM7000 processor support two enhancements to the original R4000 write protoco
Write Reissu@andPipelined Writesin Write Reissu@rotocol, a write rate of one write every two bus cycles can be achieved.
In Write-Reissugrotocol, a write issues WrRdy* is asserted two cycles previously and is also asserted during the issue
cycle. If it is not still asserted then the last write will reissue. Pipelined writes have the same two bus cycle writée elpeiat

can issue one additional write following the deassertioNidi@dy* . These modes are selected by mode bits 9 and 10 at
power-up.

The external agent must be capable of accepting a processor write request any time the following two conditions are met:

* No processor read request is pending.
* The signaWrRdy* has been asserted for two or more cycles.

11.3 External Requests

RM7000 External Agent

External Requests
* Write
e Null

A

Figure 11.4 External Requests to Processor

External requests include write and null requests, as shown in Figure 11.4. This section also includes a description of a rec
response, a special case of an external request.

A Writerequestis executed by an external device when it wishes to update the processors internal interrupt register.
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A Null requestis executed when the external agent wishes the processor to reassert ownership of the system interface (the
external agent wants the system interface to transition from slave state to master state). Typically, a null request is execute
after an external device has acquired control of the processor interface EidRigst* signal and has completed a transac-

tion on the system bus that does not involve the processor. Typically this transaction would be a DMA read or write from the I/
O system.

RM7000 External Agent

1. External system requests bus
mastership by asserting ExtRgst*

2. Processor grants mastership by
asserting Release* >

3. External system issues an
External Request

-«
-

4. Processor regains bus mastership

Figure 11.5 External Request Arbitration

The processor controls the flow of external requests through the arbitration EigffiRdst* andRelease*as shown in Figure

11.5. The external agent must acquire mastership of the System interface before it is allowed to issue an external request; the
external agent arbitrates for mastership of the System interface by assgtRggt* and then waiting for the processor to
asserRelease*for one cycle. IRelease*is asserted as part of an uncompelled change to slave state during a processor read
request, and the tertiary cache is enabled, the tertiary cache access must be resolved and be a miss. Otherwise the system inte
face returns to master state.

Mastership of the System interface is always returned to the processor by the external agent after an external reqlest is issue
The processor will not accept a subsequent external request until it has completed the current request.

If there are no processor requests pending, the processor decides, based on its internal state, whether to accept the external
request, or to issue a new processor request. The processor can issue a new request even if the external agent is requesting
access to the System interface.

The external agent assestRqst* indicating that it wishes to begin an external request. The external agent then waits for the
processor to signal that it is ready to accept this request by as&ataase for one cycle. The processor signals that it is
ready to accept an external request based on the criteria listed below.

e The processor completes any request in progress.

«  While waiting for the assertion &dRdy* to issue a processor read request, the processor will accept an external request
if that request is delivered to the processor one or more cycles BefBdy* is asserted.

*  While waiting for the assertion &frRdy * to issue a processor write request, the processor will accept an external
request provided that request is delivered to the processor one or more cycleg/bRftye is asserted.

» Ifthe processor is waiting for the response to a read request after the processor has made an uncompelled change to a slave
state, the external agent can issue an external request before providing the read response data.

The RM7000 processor implements two additional arbitration sigPRIgst* andPAck*, to support multiple outstanding

read requests. If the processor encounters a primary or secondary cache miss while a read request is already pending, it can
request immediate control of the SysAD bus in order to issue a second tertiary cache/main memory read. The processor asserts
PRgst*, indicating to the external agent that it requires control of the bus. The external agent relinquishes control of the bus by
assertingPAck* for one cycle. A second read request is issued and the processorRasaisse*to return mastership of the

bus to the external agent.

11.3.1 External Write Request

When an external agent issues a write request, the internal interrupt register is accessed and the data is writtetetadl. An ex
write request is complete after the word of data has been transmitted to the processor.
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The only processor resource available to an external write request is the Interrupt register.

11.3.2 Read Response

RM7000 External Agent

1. Read request

\J

2. Read response

A

Figure 11.6 External Agent Read Response to Processor

A read responseeturns data in response to a processor read request, as shown in Figure 11.6. While a read response is te
cally an external request, it has one characteristic that differentiates it from all other external requests—it doesmot perfor
System interface arbitration. For this reason, a read response is handled separately from all other external requeists, hence
simply called aead response

The data identifier associated with the response data can signal that the returned data is erroneous, causing the processot
take a bus error.

11.4 Tertiary Cache Transactions

The tertiary cache is an external third level cache for the processor controlled jointly by the processor and the external age
Figure 11.7 illustrates a processor request to the tertiary cache and external agent.

RM7000
External Agent

Processor Requests

¢ Read
e Write

Tertiary Cache

-
’

Figure 11.7 Processor Requests to Tertiary Cache and External Agent
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11.4.1 Tertiary Cache Probe, Invalidate, and Clear

RM7000 .
Tertiary Cache

1. Invalidate/Clear Request

-
’

Figure 11.8 Tertiary Cache Invalidate and Clear

For invalidate, clear, and probe operations, the tertiary cache is controlled by the processor. The external agentisdnot invol
in these operations. Tertiary cache invalidate, clear, and probe operations are not flow-controlled and proceed at the maximum
data rate. Figure 11.8 and Figure 11.9 show the tertiary cache invalidate and tag probe operations.

RM7000 .
Tertiary Cache

1. Probe Request

[
'

2. Tag Response

A

Figure 11.9 Tertiary Cache Tag Probe
11.4.2 Tertiary Cache Write

For a tertiary cache write-through, the processor issues a block write operation that is directed to both the tertiagytisache an
external agent. Issuance of a tertiary cache write is controlled by the MIrRdy * flow control mechanism. Tertiary cache
write data transfers proceed at the data transfer rate specified in the Mode ROM for block writes. Figure 11.10 illestrates a t

tiary cache write operation.

RM7000
External Agent

1. Block Write Request o
2. Write Response

Tertiary Cache

[
'

Figure 11.10 Tertiary Cache Write-Through
11.4.3 Tertiary Cache Read

For tertiary cache reads, the processor issues a speculative block read to both the tertiary cache and the external agent.

« Ifthe block is present in the tertiary cache, the tertiary cache provides the read response and the block read td the externa
agent is aborted.

« If the block is not present in the tertiary cache, the tertiary cache read is aborted and the external agent provides the read
response to both the tertiary cache and the processor.
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RM7000 External Agent

1. Block Read Request

[
'

Y

<
¢

A

Tertiary Cache

-

2. Tag Compare

A

3. Read Response

A

Figure 11.11 Tertiary Cache Read Hit

Figure 11.11 and Figure 11.12 show a tertiary cache read hit and miss respectively.

RM7000 External Agent

1. Block Read Request

-
’

Y

-«
-€

A

3. Read Response

Tertiary Cache

[
'

2. Tag Compare

A

Lpm-| 3. Fill Cache Line

Figure 11.12 Tertiary Cache Read Miss

Issuance of the tertiary cache read is controlled by the nétdidly* flow control mechanism. Tertiary cache read responses
always proceed at the maximum data transfer rate. External agent read responses to the tertiary cache proceed at-the data
fer rate generated by the external agent.

11.5 Handling Requests

This section details theequencgprotocol andsyntaxof both processor and external requests. The following system events
are discussed:

e |oad miss

e store miss

e store hit

e uncached loads/stores

« uncached instruction fetch
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* load linked/store conditional
11.5.1 Load Miss

Before the processor can proceed after a load miss in the on-chip caches, it must obtain the cache line that contains the data
element to be loaded from the external agent.

If the new cache line replaces a current dirty cache line, the current cache line must be written back before the nbe line can
loaded in the primary cache.

The processor examines the coherency attribute in the TLB entry for the page that contains the requested cache line, and issues
a noncoherent read request.

Table 11.1: shows the actions taken on a load miss on all on-chip caches.

Table 11.1: Load Miss to On-chip Caches

) State of Data Cache Line Being Replaced
Page Attribute - -
Clean/Invalid Dirty (W=1)
Noncoherent NCBR NCBR/W

NCBR Processor noncoherent block read request
NCBR/W Processor noncoherent block read request followed by processor block write
request

The processor takes the following steps:

1. The processor issues a noncoherent block read request for the cache line that contains the data element to be loaded.

2. The processor then waits for an external agent to provide the read response. If the tertiary cache is enabled and the page
coherency attribute is write-back, the response data is also written into the tertiary cache.

3. Since the RM7000 supports two outstanding cache misses, the processor pipeline continues to run. The first doubleword
of the data cache miss is received and used to resolve the miss. The remaining three doublewords are placed in the cache
after all three doublewords have been received when the data cache is otherwise idle.

If the current cache line must be written back, the processor issues a block write request to save the dirty cache liye in memo
If the tertiary cache is enabled and the page attribute is write-back, the write back data is also written into thectegtiary ca

11.5.2 Store Miss

When a processor store misses in the on-chip caches, the processor will request, from the external agent, the cache line that
contains the target location of the store for pages that are being maintained with the ‘bypass’, ‘write-back’ or ‘write-through
with write-allocate’ coherency attribute.

The processor then executes one of the following requests:

« If the coherency attribute is noncoherent write-back, or ‘write-through with write-allocate’, a noncoherent block read
request is issued.

» If the coherency attribute is ‘write-through without write-allocate’, a non-block write request is issued.

Table 11.2: shows the actions taken on a store miss to all on-chip caches.
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Table 11.2: Store Miss to On-chip Caches

) State of Data Cache Line Being Replaced
Page Attribute . -
Clean/Invalid Dirty (W=1)
Noncoherent-write-back or write- NCBR NCBR/W
through with write-allocate
Write-through with no-write-allo- NCW NA
cate

NCBR Processor noncoherent block read request

NCBR/W Processor noncoherent block read request followed by processor block write
request

NCW Processor noncoherent write request

If the coherency attribute is write-back, or ‘write-through with write-allocate’, the processor issues a noncoherent block reac
request for the cache line that contains the desired data. The pipeline continues to run while the external agent iheetrieving
data. If the current cache line must be written back, the processor issues a write request for the current cache line.

If the page coherency attribute is write-through, the processor issues a non-block write request.

For a ‘write-through without write-allocate’ store miss, the processor issues a hon-block write request only.
11.5.3 Store Hit

The action on the system bus is determined by whether the line is write-back or write-through. For lines with a write-back p
icy, a store hit does not cause any processor request on the bus. For lines with a write-through policy, the store generates ¢
cessor non-block write request for the store data.

11.5.4 Uncached Loads or Stores

When the processor performs an uncached load, it issues a noncoherent doubleword, partial doubleword, word, or partial w
read request. On an uncached store the processor issues a doubleword, partial doubleword, word, or partial word write reqt
All uncached writes by the processor are buffered from the system interface by a 4-entry write buffer. The uncached write
requests are sent to the system bus before any waiting processor read requests. Uncached write requests are given the hi
priority to the system bus in order to decrease the chances of any memory read-write ordering problems. Once the proces:
has started an uncached write request on the system bus, it will issue all pending write requests to the system bumsbefore re
ing any processor read requests. Uncached loads and stores do not affect the tertiary cache.

11.5.5 Uncached Instruction Fetch

Normally the Boot ROM and I/O devices are located in an uncached address region.

The RM7000 accesses Boot ROM in this space with two 32-bit instruction fetches as well. In little endian mode, the first
instruction (even word) is frol8ysAD[31:0]with SysAD[63:32]being ignored. The second instruction (odd word) is from
SysAD[63:32]with SysAD[31:0] being ignored.

In big endian mode, the first instruction (even word) is f&yeAD[63:32]with SysAD[31:0]being ignored while the second
instruction (odd word) is frorBysAD[31:0]with SysAD[63:32]being ignored.

After both instructions have been fetched they are issued to the pipeline.

By having the RM7000 ignore 32-bits of tBgsADbus during an uncached instruction fetch the system designer is able to put
each instruction onto both halves of BysAD bus. This makes for a simpler Boot ROM interface.
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11.5.6 Load Linked/Store Conditional Operation

The execution of a Load-Linked/Store-Conditional instruction sequence is not visible at the System interface; that is, no spe-
cial requests are generated due to the execution of this instruction sequence.
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Section 12 System Interface Protocol

The following sections contain a cycle-by-cycle description of the system interface protocol.
12.1 Address and Data Cycles

Cycles in which th&ysAD bus contains a valid address are caflddress cyclesCycles in which th&ysAD bus contains
valid data are calledata cyclesValidity of addresses and data from the processor is indicates by the assertiovatitithe
Out* signal. Validity of addresses and data from the external agent is indicated by the assertidaliofitfiesignal. Validity
of data from the tertiary cache is determined by the state of the pip&tB&E* andTcCWE* signals from the processor
and theTcDOE* signal from the external agent.

The SysCmdbus identifies the contents of tBgsADbus during any cycle in which it is valid from the processor or the exter-
nal agent. The most significant bit of t8gsCmdbus is always used to indicate whether the current cycle is an address cycle
or a data cycle.

» During address cycléSysCmd8= 0. The remainder of tHeéysCmdbus,SysCmd(7:0) contains the encoded system
interface command.

e During data cycleSysCmd8= 1, the remainder of tHeysCmdbus,SysCmd(7:0) contains an encoded data identifier.
There is n&SysCmdvalue associated with a tertiary cache read response.

12.2 Issue Cycles

There are two types of processor request issue cycles:

» processor read request issue cycles.
e processor write request issue cycles.

The processor samples the sigRdRdy* to determine the issue cycle for a processor read request; the processor samples th
signalWrRdy* to determine the issue cycle for a processor write request.

sysoyele || 1|2 [ 3|45 [6]
syscook |\ S\
SysAD Bus ! XAder

RdRdy* | \

Figure 12.1 State of RdRdy* Signal for Read Requests

As shown in Figure 12. RdRdy* must be asserted two cycles prior to an address cycle for a processor read request in orde
to define that address cycle as the issue cycle.
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syscyde || 1 [ 2 [ s |45 |6 |
syscock |\ S S\
SysAD Bus ’ XAder

WrRdy* | \

Figure 12.2 State of WrRdy* Signal for Write Requests

As shown in Figure 12.20rRdy* must be asserted two cycles prior to an address cycle for a processor write request in order
to define that address cycle as the issue cycle.

The processor will repeat the address cycle for a request until the conditions for the issue cycle is met. After the jsue cycl
the processor request requires data to be sent, the data transmission begins. There is only one issue cycle for any processor
request.

The processor accepts external requests, even while attempting to issue a processor request, by releasing the system interface
to slave state in response to an assertidxtRqst* by the external agent.

Note that the rules governing the issue cycle of a processor request are strictly applied to determine what action the processo
takes. The processor can either:

» complete the issuance of the processor request in its entirety before the external request is accepted, or
» release the system interface to slave state without completing the issuance of the processor request.

In the latter case, the processor issues the processor request (provided the processor request is still necessartgradter the ex
request is complete. The rules governing an issue cycle again apply to the processor request.

12.3 Handshake Signals

The RM7000 processor manages the flow of requests through the following ten control signals:

* RdRdy* andWrRdy* are used by the external agent to indicate when it can accept a neRdBaly¥) or write
(WrRdy* ) transaction.

» ExtRgst* andRelease*are used to transfer control of tBgsAD andSysCmdbusesExtRgst* is used by an external
agent to indicate a need to acquire mastership of the intelRalzmse*is asserted by the processor when it transfers the
mastership of the system interface to the external agent. For tertiary cache reads, asBattas@tto the external
agent is speculative, and is aborted if there is a hit in the tertiary cache.

« The RM7000 processor assevilidOut* and the external agent ass&f$idin* to indicate valid command/data on the
SysCmdSysAD buses.

 The RM7000 processor supports two outstanding read transactions and allows data to be returned out-of-order from the
original issue sequence. If a read is in progress and the processor needs to issue a second read request, it can request
immediate control of the bus by asserting Rtigst* signal. The external agent responds by assdpal* (for one
cycle) to indicate that it is relinquishing control of the bus. The processor a&det@ut* and drives the address for the
second read request onto the bus, then adRel¢ase*to return control of the bus to the external agent.

* When two read transactions are outstanding, data for these reads can be returned out-of-order. For example, the processor
issues read A, then some time later issues read B while read A is in progress. If the data from read B becomes available
before the data from read A, the external agent can return the data for read B and @&sp8wiag* signal (for one
cycle) to inform the RM7000 that data is being returned out-of-order. The asse@spQWap*to inform the processor
that read data is being returned out-of-order must occur a minimum of two cycles before the first read data cycle.

« During the address cycle of a read requRgType indicates whether the read request is an instruction read or a data read.
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12.4 System Interface Operation

Processor inputs are fed directly to input registers that latch these input signals with the risingsgd@éook This allows
the system interface to run at the highest possible clock frequency.

RM7000
OUTPUT
REGISTER Output data
e >
SysAD
INPUT
REGISTER Input data
SysClock

Figure 12.3 System Interface Register-to-Register Operation

Figure 12.3 shows how the system interface operates from register to register. That is, processor outputs come directly froi
output registers and begin to change with the rising edg§gslock.

12.4.1 Master and Slave States

When the RM7000 processor is driving yesAD andSysCmdbuses, the system interface isriaster stateWhen the exter-
nal agent is driving thBysAD andSysCmdbuses, the system interface isiave stateWhen the tertiary cache is driving the
SysAD andSysADC buses, the system interface is in tcache state.

In master state, the processor asserts the sigidDut* whenever th&ysAD andSysCmdbuses are valid.

In slave state, the external agent asserts the sighdin* whenever th&ysAD andSysCmdbuses are valid. The tertiary
cache drives th8ysAD andSysADCbuses in response to thieDCE*, TcCWE*, andTcDOE* signals.

The system interface remains in master state unless one of the following occurs:

e The external agent requests and is granted mastership of the system interface (external arbitration).
* The processor issues a read request.

12.4.2 External Arbitration

The system interface must be in slave state for the external agent to issue an external request through the systermeanterface
transition from master state to slave state is arbitrated by the processor using the system interface handstzait&gigihals
andRelease?* This transition is described by the following procedure:

1. An external agent signals that it wishes to issue an external request by aEs¢iRasf*.

2. When the processor is ready to accept an external request, it releases the system interface from master to slave state
assertingRelease*for one cycle.

3. The system interface returns to master state as soon as the issue of the external request is complete.
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12.4.3 Uncompelled Change to Slave State

An uncompellecthange to slave state is the transition of the system interface from master state to slave state, initiated by the
processor when a processor read request is permidhgase*is asserted automatically when a read request issues and an
uncompelled change to slave state then occurs. This transition to slave state allows the external agent to return read response
data without arbitrating for bus ownership.

If the tertiary cache is enabled and a tertiary cache hit occurs, the bus is returned to master state after responsmddta is re
to the processor from the tertiary cache.

After an uncompelled change to slave state, the processor returns to master state at the end of the next external request. This
can be a read response, or some other type of external request. If the external agent issues some other type of external reques
while there is a pending read request, the processor performs another uncompelled change to slave state Bglasserting

for one cycle.

An external agent must note that the processor has performed an uncompelled change to slave state and begin driving the
SysAD bus along with th&ysCmdbus. As long as the system interface is in slave state, the external agent can begin an exter-
nal request without arbitrating for the system interface; that is, without asdextRgst*.

Table 12.1: lists the abbreviations and definitions for each of the buses that are used in the timing diagrams that follow.

Table 12.1: System Interface Requests

Scope Abbreviation Meaning

Global Unsd Unused

SysAD bus Addr Physical address
Data<n> Data element number n of a block of data
Cmd An unspecified system interface command
Read A processor read request command
Write A processor or external write request command

SysCmd bus SINull A system interface release external null request command
NData A noncoherent data identifier for a data element other than the last data

element

NEOD A noncoherent data identifier for the last data element

12.5 Processor Request Protocols

Processor request protocols described in this section include:

e read
e write

In the timing diagrams, the two closely spaced, wavy vertical lines, such as those shown in Figure 12.4, indicate one or more
identical cycles which are not illustrated due to space constraints.
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Figure 12.4 Symbol for lllustrated Cycles

12.5.1 Processor Read Request Protocol

The following sequence describes the protocol for doubleword, partial doubleword, word and partial word processor read
requests. The tertiary cache block read request protocol is described later in this section.

Processor

External Agent
Master < > 9

-« —
< Y

|
ssoe || 1 ]2 s el s e ]e o |w0fnle]

e VAV AYAWAVAVANYAWAWAWAWEN
SysAD Bus | \ Addr
Syscmd Bus | /[ Read ——
vaidout | \z_/

RdRdy* ‘ I
Release* ‘ \@ /
RdType ‘ X 7 >(

Figure 12.5 Processor Read Request Protocol

Figure 12.5 illustrates a processor read request, coupled with an uncompelled change to slave state, that occurs as the rec
request is issued

1.
2.

o

RdRdy* is asserted low, indicating the external agent is ready to accept a read request.

With the system interface in master state, a processor read request is issued by driving a read comn@&ysComndthe

bus and a read address on8ysAD bus. The physical address is driven dBysAD[35:0] and virtual address bits

[13:12] are driven ont8&ysAD[57:56] All other bits are driven to zero.

At the same time, the processor asséatslOut* for one cycle, indicating valid data is present on3gCmdand the

SysAD buses.

The processor makes an uncompelled change to slave state during the issue cycle of the read request. The external a
need not assert the sigiattRqst* for the purposes of returning a read response, but it must note and respond to the
uncompelled change to slave state. An external request other than the read response may be performed before the re:
response begins once the system interface is in the slave state.

The processor stops driving tBgsCmdand theSysAD buses one cycle after the assertioRefease*

The external agent begins driving 8¢sCmdand theSysAD buses two cycles after the assertioRRefease*

RdType will be high if the address cycle is for an instruction read. RdType will be low if the address cycle is for a data
read. RdType is NOT valid for all other cycles.

Once in slave state the external agent can return the requested data through a read response. The read response can retu
requested data or, if the requested data could not be successfully retrieved, an indication that the returned data.iff erroneot
the returned data is erroneous, the processor takes a bus error exception.

Timings for theSysADC andSysCmdPbuses are the same as those oBy®AD andSysCmdbuses, respectively.
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When a read request is issued, the processor aRedetsse*(for one cycle) to perform an uncompelled change to slave state.

Once in the slave state the processor will always accept either a read response or an external request or allow an independent
transmission on th8ysADbus. When an external request is accepted while a read is pending the processor will always per-
form an uncompelled changed to slave state following the external request. An uncompelled change to slave state is signaled
by Release*being asserted for one cycle.

Master Processor . ’: External Agent .
SysCycle H | ‘ 3 ‘ ‘ ‘ ‘ 7 ‘ 8 | 9 | 10 | 11
SysClock RYAVAVAWAWAYAWAWAWAWAS
SysAD Bus [63:0] ‘ XAddr >—<Data0><Data1XData2XData3><

SysCmd Bus [7:0] ‘ /XRead >—<NDataXNDataXNDataXNEODX

validout* ‘ 4 \@_/

RdRdy* IE

Release* ‘ \@_/

Validin* ‘ \@ 9 /
RdType | [

Figure 12.6 Processor Non-coherent, Non-Tertiary Cache Block Read Request

Figure 12.6 shows a Processor Block Read transaction on the 64-bit bus interface with zero wait states and no terrtiary cache
access. After the bus has been granted to the external agent by the uncompelled change to slave state:

8. The external agent notifies the processor that valid data is on the bus by asa#ding and placing a noncoherent data
identifier on theSysCmdbus.

9. The external agent notifies the processor that the transaction has been completed by placing a noncoherent-end-of-data
identifier on the SysCmd pins and then deasseXtadigin* .

The external agent controls the data rate by controlling Whbkain* is asserted. The processor only accepts data on the
SysAD bus wherValidin* is asserted and ttf&/sCmdbus contains a data identifier.

12.5.2 Processor Write Request Protocol

Processor write requests are issued using one of three protocols.

* Doubleword, partial doubleword, word, or partial word writes use one of three non-block write request protocols. The
protocol used is selected by mode bits 9 and 10 at power-up.

« Cache block writes use the block write request protocol.
» Tertiary cache block write protocol.
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Processor
Master >
SysCycle H | |3|4‘ |6|7|8‘ ‘10|11‘12‘
SysAD Bus ‘ X Addr XDataOX
SysCmd Bus | /| write [NEOD)
Validout* ‘ 4 3 5
WrRdy* ‘\@

Figure 12.7 Processor Noncoherent Non-Block Write Request

Processor write requests are issued with the system interface in master state, as described below. Figure 12.7 shows a proc
noncoherent non-block write request while Figure 12.8 shows a processor noncoherent block write request with no tertiary
cache access. The following numbered steps are the same for both Figure 12.7 and Figure 12.8.

1. WrRdy* is asserted low, indicating the external agent is ready to accept a write request.

2. A processor non-block, or block, write request is issued by driving a write commandSys@madbus and a write
address on th8ysAD bus. The physical address is driven 0dB$sAD[35:0] and virtual address bits [13:12] are driven
onto SysAD[57:56] All other bits are driven to zero.

3. The processor assexalidOut* .

E

The processor drives a data identifier onSjigCmdbus and data on tf&ysAD bus.

5. The data identifier associated with the last data cycle will contain a last data cycle indication. At the end of the last dat
cycle,ValidOut* is deasserted.

Note: Timings for th&ysADC andSysCmdPbuses are the same as those of3gAD and SysCmdbuses,

respectively.

Master
SysCycle
SysClock
SysAD
SysCmd
ValidOut*

WrRdy*

Processor

H e feslalslelz]elolofulfn]

BVAVAVAWAVAVAVAWAWAWAWAN

‘ X Addr XDataO XDatal XDataZXDataS X

‘ X Write XN DataXNDataX NDataXN EODX

| @ | 5
I\ ’ 3

Figure 12.8 Processor Non-Coherent, Non-Tertiary Block Write Request

12.5.3 Processor Request Flow Control

The external agent usBslRdy* to control the flow of processor read requests. Both block and non-block processor read
requests are controlled in the same manner. Processor read requests are d&ldiRetybwynly at the Address cycle. The
RdRdy* signal is not used during data cycles to delay a bus transaction.
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Vasir - Processor _
syscyde || 1| 2| 3| a|s | e | 7|8 | o] 10|
sscock |\
SysAD | Yadaro ——( po ) Addr1
sysomd | (Read ——{neo}——{  Read  ——{nEoD—

Validout* ’ \/ \
Validin* ’ \_/ [ \J
RdRdy* ’\ [ A /F \ 2

Release* | / ./

RdType ‘ X (6 X

Figure 12.9 Processor Read Request Flow Control
Figure 12.9 illustrates this flow control, as described in the steps below.

The processor samples fRdRdy* signal to determine if the external agent is capable of accepting a read request.
Read request is issued to the external agent.

The external agent deassé&tiRdy*, indicating it cannot accept additional read requests.

The read request issue is stalled becRadddy* was negated two cycles earlier.

Read request is again issued to the external agent.

RdType will be high if the address cycle is for an instruction read. RdType will be low if the address cycle is for a data
read. RdType is NOT valid for all other cycles.

ok whpE

Master - Processor >
SysCycle ‘ | | | 3 | 4 ‘ | | 7 | 8 ‘ 9 ‘ 10 | 11 ‘ 12 ‘
A VAVAVAWAVAYAWAWAWAWAWAN
SysAD Bus ‘ Y Addro JDatao ) X Addrl {Dataz )
SysCmd Bus ‘ \ write JnEOD) X Write {nEOD)

ValidOut* ‘ \ 2 / \ . /
WrRdy* |\ / \ 3 /

Figure 12.10 Processor Write Request Flow Control

Figure 12.10 illustrates two processor write requests in which the issue of the second is delayed for the agédrtign of
Processor write requests are delayetMiiRdy* only at the address cycle. TW&Rdy* signal is not used during data cycles
to delay a bus transaction.

WrRdy* is asserted, indicating the external agent is ready to accept a write request.
The processor assexalidOut* , a write command on tHgysCmdbus, and a write address on 8ysAD bus.
The second write request is delayed untiMh®&dy* signal is again asserted.

A write request does not issue an address cycle is accomplished for the write request for which WWeRsilytialvas
asserted two cycles earlier.

AowbdPR
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Note: Timings for th&ysADC andSysCmdPbuses are the same as those ofSpgAD and SysCmdbuses,
respectively.

The processor write protocol requires t&aiRdy* be asserted two cycles prior to the issue cycle of a write request. An exter-
nal agent that negat®érRdy* immediately upon receiving a write that fills its buffer suspends any subsequent writes for four
system cycles in R4000 non-block write-compatible mode. The processor always inserts at least two unused cycles after a
write address/data pair in order to give the external agent time to suspend the next write.

Both block and non-block processor write requests are flow controll@éBgy* in the same manner.

Master - Processor >
| 1

SysCycle |2‘3|4‘5|6‘7’8‘9’10‘11’12‘13‘14’

S A VAV AVAVAVAVAVAVAVANAWAVAS

Cycles 1 2 3 4
SysAD Bus ’ X XAddr XDataXUnstUnstAderDataX Unst Unst Addr ><DataX
Write #1 Write #2 Write #3

vaigiour |\ / \ [\ [
WrRdy* ‘\@ 2 [ B\

Figure 12.11 R4000-Compatible Back-to-Back Write Cycle Timing

Figure 12.11 shows back-to-back non-block write requests in R4000-compatible mode. This non-block write mode is select
with mode bits 9 and 10 set to zeros.

1. WrRdy* is asserted, indicating the processor can issue a write request.
2. WrRdy* remains asserted, indicating the external agent can accept another write request.

3. WrRdy* deasserts, indicating the external agent cannot accept another write request, stalling the issue of the next writ
request.

An address/data pair every four system cycles is not sufficiently high performance for all applications. For this reason, the
RM7000 processor provides two write protocol modes that modify the R4000 back-to-back write protocol to allow an addres
data pair every two cycles. These two protocols are as follows:

— Write ReissuallowsWrRdy* to be negated during the address cycle and forces the write request to be re-issued.
— Pipelined Write¢eave the sample point @frRdy* unchanged and require that the external agent accept one more
write than dictated by the R4000 compatible write protocol.
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Master - Processor -
‘ No No No No
Issue Issue Issue Issue Issue Issue
syscyde | 1| 2| 3] a|s| 6| 7|8 9] 10| 11
SysClock ‘

SysAD ‘ XAddrOXDataOXAddrlXDatalX Addrl XDatalX:
SysCmd[8:0] ‘ XWriteX\lEODXWriteXNEODX Write X\IEODX:
ValidOut* ‘—\ /—
WrRdy* ‘ ] 2 / 3 \[4 E]

Figure 12.12 Write Reissue

The write re-issue protocol is shown in Figure 12.12. Writes are issuedWitidy* is asserted both two cycles prior to an
address cycle and during that address cycle.

If a processor block write transaction is delaye®\Rdy* being deasserted during its address cycle, then only the first data
cycle will be presented on the bus before the address is presented on the bus again. This write protocol is selected when mode
bits 9 and 10 are set to ones.

aprwdhPRE

WrRdy*
WrRdy*
WrRdy*
WrRdy*
WrRdy*

is asserted, indicating the external agent can accept a write request.

remains asserted as the write is issued, and the external agent is ready to accept another write request.
deasserts during the following address cycle. This write request is aborted and the address re-presented.
is asserted, indicating the external agent can accept a write request.

remains asserted for two or more cycles. The previously aborted write request is issued.

Master - Processor P

No No No
Issue Issue Issue Issue Issue Issue

syscydle | 1| 2] 3| 4|5]| 6| 7|8 9] 10| 11]

SysClock F\_/—\_/—\_/—\_/—\_/—\_/—\_/—\_/—\_/—\_/—\_/—\_
sysaD | ¥adaro)patao \Addr1)Data1) Addr2 Yoatazf
SysCmd[8:] | N write fuEOD) Wiite fuEOD) Wiite fueoo(
ValidOut* ’—\ /*
wRdyt |1 2 [ B \a

Figure 12.13 Pipelined Writes

The pipelined write protocol is shown in Figure 12.13. Writes are issuedWiRdy* is asserted two cycles before the
address cycle and the external agent is required to accept one more writérBftgr is deasserted. This write protocol is
selected when mode bit 9 is set to a zero and mode bit 10 is set to a one.

1. WrRdy* is asserted, indicating the external agent can accept a write request.

2. WrRdy* remains asserted as the write is issued, and the external agent is able to accept another write request.

3. WrRdy* is deasserted, indicating the external agent cannot accept another write request; it does, however, accept this
write.

4. WrRdy* is asserted, indicating the external agent can accept a write request.
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12.6 External Request Protocols

External requests can only be issued with the system interface in slave state. An external agdextisartso arbitrate

for the system interface, then waits for the processor to release the system interface to slave state biRelsseseifigr one

cycle before the external agent issues an external request. If the system interface is already in slave state—thatsspthe proc
has previously performed an uncompelled change to slave state—the external agent can begin an external request immedi

After issuing an external request, the external agent must return the system interface to master state. If the exteresl agent
not have any additional external requests to perfepttRgst* must be deasserted two cycles after the cycle in which
Release*was asserted. For a string of external requestExtitgst* signal is asserted until the last request cycle, whereupon

it is deasserted two cycles after the cycle in witefease*was asserted.

The processor continues to handle external requests as IBrtRast* is asserted. However, the processor cannot release the
system interface to slave state for a subsequent external request until it has completed the current requestERIgsty as
is asserted, the string of external requests is not interrupted by a processor request.

This section describes the following external request protocols:

« null
* write
* read response

12.6.1 External Arbitration Protocol

External
Master Processor - ‘ Agent ’ < Processor -
SysCycle H |2|3‘4‘5‘6‘7‘8|9|10|1l|12‘
secec | LN
SysAD Bus | >> H Addr XData0>—@<
Syscmd Bus | \/\/ ——{ cmd NEOD—
ValidIn* ’ > \ /
ExtRgst* ’ /E
) 2
Release* ’ << \ /

Figure 12.14 Arbitration Protocol for External Requests

System interface arbitration uses the sigkaktfRkqst* andRelease*as described above. Figure 12.14 shows a timing diagram
of the arbitration protocol, in which slave and master states are shown. The arbitration cycle consists of the following steps:

The external agent assdetstRqst* to request mastership of tBgsAD bus.
The processor waits until it is ready to handle an external request, whereupon iRedsass*for one cycle.
The processor tristates tBgsAD andSysCmdbuses.

The external agent must wait at least two cycles after the assereteate*and then drives th8ysAD andSysCmd
buses.

5. The external agelxtRgst* two cycles after the assertionRélease?* unless the external agent wishes to perform an
additional external request.

6. The external agent must tristate 8ysAD andSysCmdbuses at the completion of an external request.

A owbdpRE

The processor can issue a processor request one cycle after the external agent tristates the bus.
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Note: Timings for th&ysADC andSysCmdPbuses are the same as those ofSpgAD and SysCmdbuses,
respectively.

12.6.2 External Null Request Protocol

The processor supports a system interface external null request, which returns the system interface to master state from slave
state without otherwise affecting the processor.

External null requests require no action from the processor other than to return the system interface to master state.

Master < External Agent =‘ Processor
SysCycle H1|2|3|4‘5|6|7|8|9|1o|11|12’

sseoc |\ L
SysAD Bus ‘ X Unsd >—B<
4
o) —

SysCmd Bus

ValidOut*

|
|
Validin* ‘ \\ /
|
|

ExtRgst*

Release*

Figure 12.15 System Interface Release External Null Request
Figure 12.15 shows a timing diagram of an external null request, which consists of the following steps:

1. The external agent drives a system interface release external null request commagys@rtttbus, and assentali-
din* for one cycle to return system interface mastership to the processor.

2. TheSysADbus is unused (does not contain valid data) during the address cycle associated with an external null request.
3. After the address cycle is issued, the null request is complete.

For asystem interface release external null requibsst external agent releases 8ysCmdandSysAD buses, and expects the
system interface to return to master state.

12.6.3 External Write Request Protocol

External write requests use a protocol identical to the processor single word write protocol exXéaftitite signal is
asserted instead ¥hlidOut* . Figure 12.16 shows a timing diagram of an external write request, which consists of the follow-
ing steps:

The external agent assdetstRqst* to arbitrate for mastership of the system interface.

The processor releases the system interface to slave state by aBsdetisg*for one cycle.

The external agent drives a write command orSgf®Cmdbus, a write address on t8gsAD bus, and assentéalidin* .
The external agent drives a data identifier orSy@Cmdbus, data on th8ysAD bus, and assert&alidin* .

The data identifier associated with the data cycle must contain a noncoherent last data cycle indication.

After the data cycle is issued, the write request is complete and the external agent triSgsSitandSysAD buses,
allowing the system interface to return to master state. Timings f@ydDC andSysCmdPbuses are the same as
those of theSysAD andSysCmdbuses, respectively.

ok wnNPE
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B .| e Processor
syscyee || 1| 2| s | als e | 78| 9o |10 1] 12|
SysADBus | —— Addr {patao ——

(g
/4\Write x NEOD>§—<
4

Master Processor External Agent

SysCmd Bus ‘

\
/
ValidOut* ‘ @/

Validin* ‘ \ 4 |/
ExtRgst* ‘ \ K /
Release* ‘ 2/

Figure 12.16 External Write Request; System Interface Initially in Master

External write requests are only allowed to write a word of data to the processor. Processor behavior in response t an exte
write request for any data element other than a word is undefined.

Master j————Processor ———| f—Ext— j—————Processor ———|
g 2 3 1 4 1 5 1 g 1 7 1 g 1 9 1 30 I 17 |
SysCycle | | | | | | | | | | | |
| | | | | | | | | | | |
| | | | | | | | | | | |
SysClock I I I I I I I I I I I I
L | 1 1 | ] ] 1 | | ]
SysAD : K : Address: Addtess K Data0 K :
] I I I I | I | I | | |
i ] L 1 i
SysCmd | K | Write | Wilte X NEOD X |
I 1 T T 1 | | T 1 1 1

I—l\ | | | t t | | |
HOut I I I I / 1 1 | | | | |
Validout I I ' ' { I I I ' ' { I
1 ] ] ] ] | | ] ] ] ] ]
. I I I I I 1 1 | | | |
Validin* | | | | | 1\ y | | | | |
| | | | | | | | | | | |
| | | | | | | | | | | |
RdRdy* | | | | | | | | | | | |
M T T T T T T T T T T 1

I T T T T T | | | |
WrRdy* | | | | | | |\ | | | i |
| | | | | | | } } } { |
| | | | } } } } } |
| I\ | | | I | | | | | |
ExtRgst* | | 1 1 1 / | | | | | |
| I I | | I I I I I I |
| | | | | | | | | | |
Release* | | | | | | | | | | |
} } } } } } } } } } }

Figure 12.17 Write Request Waiting for WrRdy* Abandoned Temporaily for an External Null Request
Figure 12.17 shows the timing for for a write request when it had been adandoned for an external null request.

12.6.4 Read Response Protocol

An external agent must return data to the processor in response to a processor read request using the read response proto
read response consists of the following steps:

1. The external agent waits for the processor to perform an uncompelled change to slave state.
2. The external agent returns the data through either a single data cycle or a series of data cycles.
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3. After the last data cycle is issued, the read response is complete and the external agent trigta@ntadSysAD
buses.

The system interface returns to master state.

The processor always performs an uncompelled change to slave state after issuing a read request.
The data identifier for data cycles must indicate the fact that this dasp@nse data

The data identifier associated with the last data cycle must corégindata cyclendication.

N o gk

For read responses to non-coherent block read requests, the response data does not need to identify the initial cache state. Th
cache state is automatically assigned as dirty exclusive by the processor.

The data identifier associated with a data cycle can indicate that the data transmitted during that cycle is erroneous. However
the external agent must return a block of data the correct size regardless of the fact that the data may be in error.

The processor only checks the error bit for the first doubleword of a block. The remaining error bits for a block are ignored.

Read response data must only be delivered to the processor when a processor read request is pending. The behavior of the pro-
cessor is undefined if a read response is presented to it when there is no processor read pending.

Master <«——Processor — 3 ’ <« ExternalAgent — 5 }4 Processor »
SysCycle Hl|2|3|4‘5|6|7|8|9|10|1l|12’

SysClock

%
%

SysAD Bus | \ Adar — >> )(;)atao)ﬂ(
SysCmd Bus ‘ XRead )—( \/\/ /XNEODK
vaidour | \_/ %g 4 "
Validin® | « Y
EdRast | < <

reloaset | \2 U

RdType ’ @ X o

Figure 12.18 Processor Word Read Request, followed by a Word Read Response

Figure 12.18 illustrates a processor word read request followed by a word read response.
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Master }4 Processor ﬁ‘ }47 Ext 4>{ }+ Processor *{
2 2 03 1 4 1 5 1 g 1 7 1 g 1 9 1 30 I 17 |
SysCycle | | | | | | | | | | | |
| | | | | | | | | | | |
| | | | | | | | | | | |
SysClock I I I I I I I I I I I I
L | 1 1 1 | ] ] ]
S T
] [ I I I [ | l l | l |
s Y ]
I 1 T T T 1 | | |
I—l\ | | | I/—t—l\ | | I/—I
validour | : ! ! ! ! : : ! ! ! :
| | | | | | | ] ] | | ]
. | | | | | | | I | | |
Validin* | | | | | | 1\ 1 / | | |
| | | | | | | | | | | |
i 1 1 1 1 1 1 | | | |
RdRdy* | | | | | | | | | | | |
| | | | | | | | T T T 1
I 1 1 1 1 1 1 1 1 1 1 1
RdType | |X | | | |X | | | |X |X |
| | | | | | | | | | | |
| | | | | | | | | | | |
WrRdy* | 1 1 1 1 1 1 1 1 1 1 |
| ] | ] ] ] ] ] ] ] ] ]
| | | | | | | | | | |
ExtRgst* I I I'\ I I I / I I I I I
| | | T T T 1 | | | | |
| T T | T T T T |
Release* | | | 1\ |/ | | | | :\_/—:
| | | | | | | | | |

Figure 12.19 Read Request Wating for RdRdy* Abandoned Temporarily for an External Write Request.

Figure 12.19 illustrates a read response that has been interrupted by an external write operation.

External Agent ———— ‘ -<«— Processor ——»

Master <

SysCycle Hl|2|3|4‘5|6|7|8‘9‘10|11‘12‘
ssco |\ SN
SysAD Bus ‘  Datao) patat) Data2)| Data3>B—E<

SysCmd Bus ‘ XNDatamNDa\taXNEODl\—(

Validout* ‘ 2 5 5

Validin* ‘—\ /

ExtRgst* ‘

Release* |

Figure 12.20 Block Read Response, System Interface already in Slave State
Figure 12.20 illustrates a read response for a processor block read with the system interface already in slave state.

Note: Timings for th&ysADC andSysCmdPbuses are the same as those of3hgAD and SysCmdbuses,
respectively.

12.7 Tertiary Cache Read Protocol

There are three scenarios that can occur on a tertiary cache read access.
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1. Tertiary cache read hit
2. Tertiary cache read miss
3. Tertiary cache read miss with bus error

Each of these scenarios is discussed in the following sections.

12.7.1 Tertiary Cache Read Hit

Master <«— Processor _>‘<__ Tertiary Cache —>’< Processor »

SysCycle 1 | 2| 3] 4] 5 | 6| 7] 8] 9 | 10]

SysClock ;W\_F\_F\_FLF\_F\_FLF\_
sysap | W adar —{ petao Y pater | potaz ) s ¢
SysCmd[8:0] ’:)@ e
TcLine[17:2] ’ X Index ><

Toword[1:0] | X o X u e s X

TCTCE* ’ \i/

TCcTDE*

TcValid

TcMatch

|
|
|
TcDCE* ’ \ /
|
|
|
|

TcCWE*

TcDOE*

ValidOut* \ /
Release* \ /
RdType ‘ X ><

Figure 12.21 Tertiary Cache Read Hit

Figure 12.21 shows the tertiary cache read hit protocol. At the time the read request is issued, it is not known where the
requested data resides. Block read requests are issued to both the tertiary cache and main memory simultaneously. If the data i
found in the tertiary cache, it is fetched and the main memory access is aborted. However, if the data is not founidin the tert
cache, the main memory access is allowed to continue. When a block read request is speculatively issued to both the tertiary
cache and the external agent controlling main memory, but completed by the tertiary cache (tertiary cache hit), the following
sequence of steps occur:

1. The processor issues a block read request and also ass€dBGEe , TCTDE*, andTcDCE* tertiary cache control sig-
nals. In addition the processor drives the cache indexTahtime[15:0] and the sub-block order doubleword index onto
TcWord[1:0]. Assertion offTcTCE*, along withValidOut* andSysCmd indicates to the external agent that this is a ter-
tiary cache read request. In addition, the assertidic BEE* initiates a tag RAM probe. The assertioMoTDE* loads
the tag portion of th&ysAD bus into the tag RAM. Th&cValid signal is asserted to probe for a valid cache tag. The
assertion offcDCE* initiates a speculative read of the tertiary cache data RAMs.

2. TheTcMatch signal from the tag RAM is sampled by both the processor and the external agent. Assédidatolfi
indicates a tertiary cache tag hit, causing the external agent to abort the memory read. This transitions the bus from Master
state to Tcache state. The data RAMs now driv&tisAD bus and supply the first of a 4 doubleword burst in response to
the 4-cycleTcDCE* burst. TheSysCmdbus is not driven during the tertiary cache read.
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3. Mastership of th&ysAD bus is returned to the processor.

12.7.2 Tertiary Cache Read Miss

Master Processor ’ Tertiary Cache External Agent

[
€ '

SysCycle

|2 | 2| 3] 4] 5 [ 6| 7] 8] 9| 10|
Y AWAW AW AW AW AWAWEWA
SysAD | Data0 |, Datal ——{ Data0 ) Data1 ), Data2 ) Data3 )——
SysCmd[8:0] ‘ ]@ <NData>< NData X NData XNEOD>_
TeLine27:2] | | Index —
Teworefzo] | 0 u X o X w F——{ 0 fu o o }—
e [\_2 I —
TCTDE* ‘\_/

TCTOE* ’

Tcvalid ‘ J \
ToMach |\ 2 ]
TcDCE* ‘\ /—\ [ &

/_

Tecwer | \@

TcDOE* ‘ / E: \m
Validout* ‘_\_/
Release* |\ /
Validin* ‘ \ & [
RdType ‘3( X

Figure 12.22 Tertiary Cache Read Miss

Figure 12.22 shows the tertiary cache read miss protocol when a block read request is speculatively issued to both the tert
cache and the external agent, but is completed by the external agent with a response to both the tertiary cache and the prc
sor.

1. The processor issues a block read request and also ass&ds@ke , TcTDE*, TcDCE*, andTcValid signals and
drives the cache index onie@Line[15:0] andTcWord[1:0] .

2. TheTcMatch signal from the tag RAM is sampled by the processor and external agent. Since the signal is deasserted,
indicating a tertiary cache miss, tBgsAD data from the tertiary cache is invalid.

3. The external agent deass@rtOE* to tri-state the data RAM outputs, indicating that it will be supplying the read
response. The processor tri-state§ @¢¥Vord[1:0] outputs to allow the external agent to drive them during the read
response.

4. The processor assefisCWE* to prepare the data RAMs for a write of the response data.

5. The external agent supplies the first doubleword of the read response and/abderts. The data is both written into
the tertiary cache and accepted by the proceSge€mdindicates that data is not erroneous. Note that this response may
be delayed additional cycles.

6. The processor asseftsTCE* to write the tag value stored in the tag RAM data input register two cycle¥alftin*
is asserted.
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7. The external agent asseftsDOE* to indicate that it will supply the last doubleword of the read response in the next

cycle.

8. The processor deasseftsDCE* two cycles after the assertionTafDOE* in order to complete the tertiary cache line

fill.

12.7.3 Tertiary Cache Read Miss with Bus Error

Master

SysCycle

SysClock

SysAD

Processor ‘ Tertiary Cache ‘ . External Agent =
-~ -< >
1 | 2] 3] 4| 5 | 6| 71 8| 9| 1]

‘ :X Addr >—< Data0 >< Datal >—< Data0 X Datal >< Data2 X Data3 >_

SysCmd[8:0] ‘ x Read > E <NDataX NData >< NData XNEOD)*

TclLine[17:2] ‘ :X

>_

Index

TcWord[1:0] ‘]( 10 X 11 X 12 >< 13 )—( 10 X 11 >< 12 >< 13 >7

TCcTCE*

TcTDE*

TcTOE*

TcValid
TcMatch
TcDCE*
TcCWE*
TcDOE*
ValidOut*
Release*

ValidIn*

RdType

-
A

|
/o \
| \_/
A
| \
| / \
A
|
| \

| X

Figure 12.23 Tertiary Cache Read Miss with Bus Error

i
D —

Figure 12.23 shows the tertiary cache read miss with bus error protocol. This protocol is the same as the tertiary cache read

miss except:

1. The external agent supplies the first doubleword of the read response data with the data er@ys@rse{%}=1). Note
that the data error bit &ysCmdis only checked during the first doubleword of a read response.

2. The processor asseMsTCE* andTcTDE* to write the new tag value into the tertiary cache tag RAM Watvalid
deasserted to invalidate the line.
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12.7.4 Tertiary Cache Read Waiting for RARdy*

Master i< Processor >]|

SysCycle | 1 | 2 | 3 | 4 | 5

SysAD ‘ Pl Address

SysCmd[8:0] ‘ Read

TeLine[17:2] | X Index

TcWord[1:0]| X 0o X 1

TCcTCE*

TcTDE*

TcTOE*

I

TcValid

TcMatch

TcDCE*

TcCWE*

ValidOut*

|
|
TcDOE* |
|
|

Release*

validint |

RdRdy* | 1\
RdType | >< 4]

Figure 12.24 Tertiary Cache Read Waiting for RARdy*

Figure 12.24 shows a tertiary cache read stalled waitingdBdy* to assert. The number sequence below corresponds to the

numbers in Figure 12.24.

ValidOut* is asserted along with address and command.
RdRdy* is asserted, clearing the read stall condition.
Two cycles later the tertiary cache read is issued.

powbdpRE

read. RdType is NOT valid for all other cycles.

RdType will be high if the address cycle is for an instruction read. RdType will be low if the address cycle is for a data
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12.8 Tertiary Cache Write

Master - Processor >
syscyce | 1 | 2] 3| 4| 5] 6| 7| 8] 9| 10]
SysAD ‘ XAddressX Data0 X Datal >< Data2 >< Data3 X
SysCmd[8:0] ’ X Write XNData >< NDataXNData XNEODX
TclLine[17:2] ‘ >< Index X

|0><|1><|2X|3X

TcWord[1:0] ’

X
TCTCE* ‘ \i/
J

TcTDE*

TcTOE*

TcValid

TcDCE*

TcDOE* ‘

TcCWE*

validout* ‘ \ /

Figure 12.25 Tertiary Cache Write Operation

Figure 12.25 shows the tertiary cache write protocol. For the external agent, this protocol is the same as a non-tertiary cache
block write to the external agent, but the data is also written into the tertiary cache.

1. The processor issues a block write and also a§sefGE*, TcTDE*, andTcCWE®* in order to write the tag portion of
the address o8ysADinto the tertiary cache tag RAM. The processor as$eKalid to set the tertiary cache tag to valid.

2. The processor assefitsDCE* to write the block into the tertiary cache data RAMs.
12.9 Tertiary Cache Write Stalls

There are three types of tertiary cache write stalls where a write is stalled by the deasséftivaysf or waiting for
WrRdy* to assert.
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Processor

A
v

Master
SysCycle | 1 | 2 | 3 | 4

SysAD ‘ >< Address

Syscmdig:0] | Write

TcLine[17:2] | >< Index

TcWord[1:0] |

TcTCE*

TcTDE*

TcTOE*

TcDCE*

TcDOE*

|
|
|
Tcvalid |
|
|
|

TcCWE*

ValidOut* |

WrRdy* ’ \

Figure 12.26 Tertiary Cache Write Stall - R4000-Compatible Mode
Figure 12.26 shows a tertiary cache write staR4900-Compatiblgrite mode.

1. ValidOut* asserts together with address and command,
2. WrRdy* asserts, ending the stall condition,
3. Two cycles later the tertiary cache write issues.
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Figure 12.27 Tertiary Cache Write Stall - Write Reissue Mode

Figure 12.27 shows a tertiary cache write stalMirite-Reissuenode. InPipelined-Writemode, deassertion WrRDY* dur-
ing a tertiary cache write operation does not affect that operation.

1. ValidOut* asserts along with address and comm#riRdy* deasserts, indicating another write cannot be accepted.
2. WrRdy* asserts, indicating another write can now be accepted.

3. The write is aborted and the tertiary cache write signals are deasserted.

4. Two cycles afteWrRdy* asserts, the tertiary cache write reissues.
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Figure 12.28 Tertiary Cache Write Waiting for WrRdy*

Figure 12.28 shows a tertiary cache write while waitingNoRdy* .
12.10 Tertiary Cache Line Invalidate

The RM7000 processor has the ability to invalidate either a single line or 128 consecutive lines (address alignedpof the terti
cache. The invalidate operation consists of writing to the Tag RAM and invalidating the line in questibaT The

TcTDE*, andTcCWE?* signals are driven active in the same clock astsAD andTcLine buses withlcValid deasserted.
Invalidates are the only cache operations which may occur back-to-back. NMalitf@ut* is not asserted during tertiary
cache invalidate operations as the external agent does not participate in tertiary cache invalidates.
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Figure 12.29 Tertiary Cache Line Invalidate

Figure 12.29 shows the tertiary cache invalidate protocol. The repeat rate for cache line invalidate instructions is.two cycles
The repeat rate for cache page invalidate is one cycle per line for 128 consecutive cycles.

12.11 Tertiary Cache Probe Protocol

Tertiary
Processor Cache

Master <—>|
Syscyce | 1 | 2] 3] 4] s

syscoc |\ S\
sysapiasiol ) adar J—— 1ag }—

SysCmd[8:0] ‘ X Undef X

TcLine[17:2] ‘ X Index X

TCTCE* ‘ \_/
TcTDE* ‘ \_/
TCTOE* ‘ —\—/7
revaid | v y—

TcDCE* ‘

TCCWE* ‘

ValidOut* ’
Figure 12.30 Tertiary Cache Probe (Tag RAM Read)

Figure 12.30 shows the tertiary cache probe protocol. The tertiary cache probe operation consists of a Tag RAM read opera-
tion. TheTcTCE* andTcTDE* signals are asserted in the same clock as system address and the tertiary cache line index. The
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processor then tri-states tBgsADbus. TCTOE* is asserted one clock later and the tag information is driven onBysi#d
bus.ValidOut* is not asserted during a tertiary cache probe operation as the external agent does not participate in tertiary
cache probes. The Tag RAM bits are driven @ysAD [35:19]andTcValid, which are the onlgysAD signals valid during

a probe operation.

12.12 Tertiary Cache Flash Clear Protocol

In addition to the line invalidate operation, the RM7000 processor also has the ability to invalidate the entire tertiary cache
one operation. This operation allows the processor to clear the entire column of Tag RAM valid bits. In order to execute this
operation the Tag RAM must support a flash clear of the valid bit column.

Processor
Master < >

Syscyce | 1 | 2 | 3 | 4 | 5 |

sscook |\ / \ S\ S\ S\
TcCLR* ’—\_/

Figure 12.31 Tertiary Cache Flash Clear

As with the line invalidate operatioWalidOut* is not asserted during the flash clear operation as the external agent does not
participate in flash clear operations. In addition, Tth@ CE*, TcTDE*, andTcCWE* signals are not asserted. The assertion

of TcCLR* is all that is necessary for the Tag RAM to perform the requested operation. Figure 12.31 illustrates the tertiary
cache flash clear protocol.

12.13 Non-Pendant Bus Transactions

The external protocol of the RM7000 has been extended to allow two outstanding reads to be pending at the same time, anc
responses to those reads returned either in-order or out-of-order. For the most part, the external interface protaoe is the se
whether or not the extended protocol is enabled. The principal differences are listed below and detailed logic waveforms fo
the affected cases are illustrated in the following subsections:

1. The principal difference is the location of the tertiary cache tag write. In R5000-compatible mode, the tag is not written
until near the end of the return data transfer from the external agent. In the extended protocol this write occurs as soon
it is known that a tertiary miss has occurred. This placement allows the processor to perform another tertiary cache look
before the data from the first miss has arrived.

2. Beyond the slight differences in the already existing signals as noted above, the extended protocol relies on two new s
nals,PRgst* andPAck*, to effect an interlocked interface mastership transfer from the external agent back to the proces
sor when the processor desires to issue a second read prior to the completion of the currently outstamiRugtieizd.
only asserted to place another processor read request on the bus. It is never asserted for processor write requests. A t
signal,RspSwap* is used by the external agent to notify the processor that it will be returning read data out-of-order. In
other words, the data associated with the second address will be returned before the data associated with the first add

3. Although strictly speaking, the handlingTaDOE?* is no different from the non-extended protocol, it is useful to make
some general statements about the purpo$e@OE* and how it can most easily be handled in the extended protocol.
TcDOE* should be held normally asserted by the system ASIC and must be deasserted during the tristate cycle to imn
diately disable the tertiary cache data RAM output drivers. The reasserfioBOE* has no effect on the RAM outputs
since write enabléflcCWE*, is asserted at the tinfleDOE* is reasserted. Rather, the reassertion edge is used to signal
the processor that the last datum is coming on the following cycle, and this information is used to cause the deassertior
TcCWE* andTcDCE*. TcDOE* must be reasserted on the return to master state on the cycle folldMg*aasser-
tion cycle. It must then remain asserted until a transition back to slave state.

4. PRgst* will only be asserted by the processor when the system interface is in slavieRtgt&.can be asserted only if
there is one and only one read request pending on the bus. The pin will remain asserted until two bus dyAlgs*dfter
asserted or until two cycles after the first data cycle occurs for the pending read request.

5. PAck* may be asserted by the external agent only if the following conditions are all true:
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a. The system interface is in slave state
b. PRgst*is asserted
c. RdRdy* is asserted
d. ExtRgst* is not asserted
e. Validin* is not asserted.
Once all these conditions are trid\ck* may be asserted for one cycle.
6. Once a pulse on thRAck* pin has returned the bus to master state, the processor will issue another read address cycle. At
this time,RdRdy* must not be de-asserted until two cycles after the address cycleERIRgst* must not be asserted
until bus cycles after the address cycle.
7. The processor will not issue a second processor read request after an asgextRgstf has put the bus in master state.
The processor will only issue a second read request througtRtp* - PAck* handshake sequence.
8. The bus will remain in slave state after an EOD data cycle if there is another read request pending on the bus. After an
external request has completed, the processor will do an uncompelled change to slave state if there is a pending read
request.

9. Processor write requests will never be issued by the processor if there is a processor read request pending on the bus.

This extended non-pendant behavior is enabled by a bit in the boot initialization stream. If this bit is clear, then soe proces
will operate in R5000 compatibility (pendant) mode. In R5000 compatibility mode, the processor will nevétRgsertso

the system can tie bofPAck* andRspSwap* pins to VCC. If the non-pendant mode is enabled and the external agent is not
capable of returning data out-of-order, thenRispSwap*pin can be tied to Vcc.

12.13.1 Non-Pendant Tertiary Cache Read Hit

For reads which hit in the tertiary cache, there is no difference between the R5000-compatible protocol and the extended pro-
tocol.

12.13.2 Non-Pendant Tertiary Cache Read Miss, One-Read

Figure 12.32 shows the extended protocol for a block read request which misses in the tertiary cache when there are no other
processor actions prior to the servicing of the request by the external agent.

1. All actions of the processor up until time 1 are the same as in the R5000-compatible protocol. At 1, the processor asserts
TcTCE* andTcCWE* in order to effect the tag write, and deass&cBCE* for a single cycle in order to prevent the
data array from being written prior to the external agent having taken controiMuird[1:0] .
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Figure 12.32 Tertiary Cache Read Miss, One Read

12.13.3 Non-Pendant Two Reads, In-Order Return

Figure 12.33 shows the tertiary cache read miss protocol in which the following events occur.

* Ablock read request misses in the tertiary cache.

« A second block read request also misses in the tertiary cache.

* The first request is serviced by the external agent.

* The processor transitions into a state equivalent to the simple one-read case of Figure 12.32.
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Figure 12.33 Two Outstanding Reads, In-Order Return
The signal transitions in Figure 12.33 are as follows:

TheTcMatch signal from the tag RAM is sampled by the processor and external agent indicating a tertiary cache miss.
The processor asseRR(st* to request ownership of the bus.

The external agent assdpsck* returning mastership of the bus to the processor.

Simultaneous with the deassertiorP8ick*, the external agent reasseFtDOE* to re-enable the Tag RAM output driv-

ers in preparation for a new tertiary cache access.

5. The processor deassdPiRgst*, completing the handshake and simultaneously dea3&€WE* in preparation for a
Tag readRelease* ValidOut* , etc. are asserted just as for the issue of any block read.

6. After asserting cDOE* to signal the final data word, the external agent must again deBsB&E* in preparation for
the memory data returning from the second read.

AowbdpE
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12.13.4 Non-Pendant Two Reads, Out-of-Order Return

Master Processor | Tertiary (Miss) System Processor

Syacioet /\f\f\f\f\f\f\f\f\f\f\f\f\f\f\f\f\f\/

SyshD o \Addr2' oo @@@ pee
SysCmd XReadJ Read, NData @ NEOD, NData

TcLine[17:0 ]X Index X Index » @ Index » X Index ;
Teword[t-0] ﬂﬂa . ﬂﬂ ﬂﬂﬂ. o

Tertiary (Miss) ‘ System

L[]

PRgst* \ /

PACk: \_/

RspSwap* \E/
Release* \_/ \_/

ValidOut* \_/ \—/

| m
o T\ | \ |

TcTCE*

\/
e\
\

TcDCE*

J
\ /
f o

TcDOE*

o

e )

Figure 12.34 Two Outstanding Reads, Out-of-Order Return

Figure 12.34 shows a case where the data is returned by the external agent in the opposite order from which it was reques

1.

A minimum of two cycles prior to returning the data, the external agent mustRss8wap* (for one cycle) so that the
processor can switch the Tag RAM address. This pin can be asserted as soon as the bus reaches slave state (if there
tertiary cache) or as soon as the cycle after the tertiary cache lookup has gotten a miss for the second request and dez
sertedTcMatch. RspSwap*must be asserted a minimum of two cycles ahead of when the first data cycle appears on the
bus, so the processor has time to switch to the correct cache index when writing the data into the c&R&eSwHip&

pin must be asserted for only one cycle as every cycle in which it's asserted will toggle the processors view of the data
between in-order return and out-or-oder return.
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2. The processor switches the tertiary cache address lines to the index to the address of the second read request in preparation
for writing the data into the tags. A similar process occurs for the on-chip caches.

12.14 Non-Pendant Read Hit Under Outstanding Read

Figure 12.35 shows a tertiary cache read hit occurring while a previous read is pending. Steps where operation is distinct from
the earlier cases are listed below.

1. The deassertion @ictDOE*, as well as the turning on of the external agesysAD andTcWord drivers, occurs in
response to the completion of the tertiary cache read.

2. Since the tag has already been written, the processor waits one cycle before ds$eviiBy. There is no activity on
TcDCE*.

3. Asusual, the external agent reassecBOE* during the cycle prior to the last data cycle and the processor deasserts
TcCWE* andTcDCE* in response
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Figure 12.35 Read Hit Underneath Outstanding Read
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12.15 SysADC[7:0] Protocol

The following rules apply to the data identifiers®ysADC[7:0] during a block read response.

* The erroneous data bBysCmd}j is checked on only the first doubleword of the transfer. If data is erroneous
(SysCmd5=1), the primary cache lines are invalidated and a bus error exception is generated.

» A parity error on the first doubleword is detected as it issued and causes a cache parity error exception. The cache line
marked invalid. Parity errors in subsequent doubles are detected if and when they are referenced.

* Onthe following three doublewords: The erroneous data bit is ignored. Parity for each of the three doublewords is writte
into the cache, but is not checked until the data is referenced.

QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054 161
408.565.0300 408.565.0335 www.gedinc.com




System Interface Protocol RM7000™ Family, User Manual

» Any read that fills the tertiary cache must receive correct parity for all 4 doublevBysisroid[4]=0) for data going to the
tertiary cache.

» For a tertiary cache read hit: The erroneous data bit is ignored. Parity checking is implicitly ON, such that the tertiary
cache must implement tt&ysADC bits.

e If amemory error occurs during a block read operationSys2ADC bits should be forced to bad parity for all bytes
affected by the memory error during the read response. Since the processor performs an early-restart on data cache line
fills, setting theSysCmd[5]bit on any doubleword other than the first doubleword will not cause a bus error. Forcing bad
parity causes a cache error to be generated if any of the remaining three doublewords of data are referenced.

12.16 Data Rate Control

The system interface supports a maximum data rate of one doubleword per cycle. The rate at which data is delivered to the pro-
cessor can be determined by the external agent. For example, the external agent can drive datavatidla$severyn
cycles, instead of every cycle. An external agent can deliver data at any rate it chooses.

The processor only accepts data as valid viadidIin* is asserted and ti&/sCmdbus contains a data identifier. The proces-
sor continues to accept data until it receives the data doubleword tagged as the last one.

Master B Processor .| External Agent -
syscyde || 12 |3 f[afs][e 7|80 f]|n]fa]
syscock |\ L\
SysAD Bus | (Addr )——pata0)  )pata1)  )pata2f  )pata3)

SysCmd Bus | (Read)——NData(  JNDagf  JNDay  JNEOD——
ValidOut* ‘ \ /

RdRdy* ‘

Release* ‘ \_/
Validin® | R Y A SO L

RdType ’ X ><

Figure 12.36 External Agent controlling Processor Read Data Flow by deasserting Validin*
Figure 12.36 shows how the External Agent can introduce wait states by deasseiaiglthe pin.

For Processor Write Requesthle data flow is controlled by the processor write data transfer pattern. This pattern is set during
power-up initialization through the serial mode-bit stream. Modebits[4:1] are used to control the processor write data flow pat
tern.

12.17 Write Data Transfer Patterns

A data pattern is a sequence of letters indicatingdlle-word-datandunuseccycles that repeat to provide the appropriate

data rate. For example, the data patf2irxx specifies a repeatable data rate of two doublewords every four cycles, with the

last two cycles unused. Table 12.2: lists the maximum processor data rate for each of the possible block write modes that may
be specified at boot time for a 64-bit interface.
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Table 12.2: Transmit Data Rates and Patterns

Maximum Data Rate Data Pattern
1 Double/1 Cycle DDDD
2 Doubles/3 Cycles DDxDD
1 Double/2 Cycles DDxxDDxx
1 Double/2 Cycles DxDxDxDx
2 Doubles/5 Cycles DDxxxDDxxx
1 Double/3 Cycles DDxxxXDDxxxx
1 Double/3 Cycles DxXDxxDxxDxx
1 Double/4 Cycles DDXXXXXXDDXXXXXX
1 Double/4 Cycles DXXXDXXXDXXXDXXX

In Table 12.2:, data patterns are specified using the |&targix; D indicates a double-word-data cycle aniddicates an
unused cycle.

Master - Processor >
syscyele || 1|23 als |67 |89 fw]u]w]
syscock |\ VYL
SysAD Bus | { Addr |patao)pata1)  JData2)patas——

SysCmd Bus | Ywrite JuDatafuDatg{  NDatafNEOD—
ValidOut* ‘ \ / \ /

Validln* ‘

ExtRgst* \

Release* ‘

Figure 12.37 Write with Reduced Data Rate DDx

Figure 12.37 shows a write in which data is provided to the external agent at a rate of two doublewords every threegcycles us
the data patterBDx.

12.18 Independent Transmissions on the SysAD Bus

In most applications, thB8ysADbus is a point-to-point connection, running from the processor to a bidirectional registered
transceiver residing in an external agent. For these applicatiorgydA® bus has only two possible drivers, the processor or
the external agent.

Certain applications may require connection of additional drivers and receiverSiys&i2 bus, allowing transmissions over
the SysAD bus that the processor is not involved in. These are ¢atlependentransmissionsTo effect an independent
transmission, the external agent must control mastership 8f/8#D bus by using arbitration handshake signals and external
null requests.

An independent transmission on BgsAD bus follows this procedure:

1. The external agent asseftstRqst* to requests mastership of tBgsAD bus.
2. The processor does a compelled change to slave state and signals this by Redeatsegfor one cycle.
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3. The external agent then allows the independent transmission to take plac8ysAhéus, making sure th&alidin* is
not asserted while the transmission is occurring.

4. When the independent transmission is complete, the external agent isgstesrainterface release external null request
with Validin* asserted to return the system interface to master state.

12.19 System Interface Endianness

The endianness of the system interface is programmed at boot time through the boot-time mode control interfagig-and the
Endian pin. TheBigEndian pin allows the system to change the processor addressing mode without changing the mode
ROM. If endianness is specified via tAggEndian pin, mode ROM bit 8 is cleared (set to zero). If endianness is specified by
the mode ROM, th8igEndian pin should be grounded. Software cannot change the endianness of the system interface and
the external system; software can set the reverse endian bit to reverse the interpretation of endianness inside tHaiprocessor,
the endianness of the system interface remains unchanged.

12.20 System Interface Cycle Counts

The processor specifies minimum and maximum cycle counts for various processor transactions and for the processor response
time to external requests. Processor requests themselves are constrained by the system interface request protocol, and request
cycle counts can be determined by examining the protocol. The following system interface interactions can vary within mini-
mum and maximum cycle counts:

* waiting period for the processor to release the system interface to slave state in response to an extermaleasgiest (
latency)

* response time for an external request that requires a respate®dl response latency

The remainder of this section describes and tabulates the minimum and maximum cycle counts for these system interface
transactions.

12.21 Release Latency

Release latencig defined as the number of cycles the processor may wait to release the system interface to slave state for an
external request. When no processor requests are in progress, internal activity can cause the processor to wait some number of
cycles before releasing the system interface. Release latency is therefore more specifically defined as the numbenbf cycles th
occur between the assertionoftRgst* and the assertion &elease*

There are three categories of release latency:

1. Category 1: when the external request signal is asserted two cycles before the last cycle of a processor request.

2. Category 2: when the external request signal is not asserted during a processor request or is asserted during the last cycle
of a processor request.

3. Category 3: when the processor makes an uncompelled change to slave state.

Table 12.3: summarizes the minimum and maximum release latencies for requests that fall into categories 1, 2, and 3. Note that
the maximum and minimum cycle count values are subject to change.

Table 12.3: Release Latency for External Requests

Category Minimum Cycles Maximum Cycles
1 4 6
2 4 24
3 0 0
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12.22 System Interface Commands/Data Identifiers

System interface commands specify the nature and attributes of any system interface request; this specification is made du
the address cycle for the request. System interface data identifiers specify the attributes of data transmitted during a syster
interface data cycle.

The following sections describe the syntax, that is, the bitwise encoding of system interface commands and data identifiers

Reserved bits and reserved fields in the command or data identifier should be set to 1 for system interface commands and
identifiers associated with external requests. For system interface commands and data identifiers associated with processc
requests, reserved bits and reserved fields in the command and data identifier are undefined.

12.22.1 Command and Data Identifier Syntax

System interface commands and data identifiers are encoded in 9 bits and are transmitt8gstnidéus from the proces-

sor to an external agent, or from an external agent to the processor, during address and data cycles. Bit 8 (the mmst-signifi
bit) of theSysCmdbus determines whether the current content oS mdbus is a command or a data identifier and,
therefore, whether the current cycle is an address cycle or a data cycle. For system interface c@ystmdg)must be

set to 0. For system interface data identifiSyggsCmd(8)must be set to 1.

12.22.2 System Interface Command Syntax

This section describes tl&ysCmdbus encoding for system interface commands. Figure 12.38 shows a common encoding
used for all system interface commands.

0 Request Type Request Specific

Figure 12.38 System Interface Command Syntax Bit Definition
SysCmd(8)must be set to 0 for all system interface commands.

SysCmd(7:5)specify the system interface request type which may be read, write, or null. Table 12.4: shows the types of
requests encoded by tBgsCmd(7:5)bits.

SysCmd(4:0)are specific to each type of request and are defined in each of the following sections.

Table 12.4: Encoding of SysCmd(7:5) for System Interface Commands

SysCmd(7:5) Command
0 Read Request
1 Reserved
2 Write Request
3 Null Request
4-7 Reserved
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12.22.2.1 Read Requests

8 7 5 4 3 2 1 0

Read Request Specific
(see tables)

0 000

Figure 12.39 Read Request SysCmd Bus Bit Definition
Figure 12.39 shows the format oSgsCmdread request.
Tables 12.5 through 12.7 list the encodingSy$Cmd(4:0)for read requests.

Table 12.5: Encoding of SysCmd(4:3) for Read Requests

SysCmd(4:3) Read Attributes
0-1 Reserved
2 Noncoherent block read
3 Doubleword, partial doubleword, word, or partial word

Table 12.6: Encoding of SysCmd(2:0) for Block Read Request

| SysCmd(2) | Reserved (Not Used) |
SysCmd(1:0) SysCmd(1:0)
0 Reserved
1 8 words
2-3 Reserved

Table 12.7: Encoding of SysCmd(2:0) Read Request Data Size

SysCmd(2:0) Read Data Size
0 1 byte valid (Byte)

2 bytes valid (Halfword)

3 bytes valid (Tribyte)

4 bytes valid (Word)

5 bytes valid (Quintibyte)

6 bytes valid (Sextibyte)

7 bytes valid (Septibyte)

8 bytes valid (Doubleword)

N o g A W] NP
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12.22.2.2 Write Requests

8 7 5 4 3 2 1 0

0 010 Write Request Specific
(see tables)
| |

Figure 12.40 Write Request SysCmd Bus Bit Definition
Figure 12.40 shows the format oEgsCmdwrite request.

Table 12.8: lists the write attributes encoded in 8itsCmd(4:3) Table 12.9: lists the block write replacement attributes
encoded in bitSysCmd(2:0) Table 12.10: lists the write request bit encodingSyisCmd(2:0)

Table 12.8: Encoding of SysCmd(4:3) for Write Requests

SysCmd(4:3) Write Attributes
0 Reserved
1 Reserved
2 Block write
3 Doubleword, partial doubleword, word, or partial word

Table 12.9: Encoding of SysCmd(2:0) for Block Write Requests

| SysCmd(2) | Reserved |
SysCmd(1:0) Write Block Size
0 Reserved
1 8 words
2-3 Reserved

Table 12.10:Encoding of SysCmd(2:0) for Write Request Data Size

SysCmd(2:0) Write Data Size
0 1 byte valid (Byte)

2 bytes valid (Halfword)

3 bytes valid (Tribyte)

4 bytes valid (Word)

5 bytes valid (Quintibyte)

6 bytes valid (Sextibyte)

7 bytes valid (Septibyte)

8 bytes valid (Doubleword)

N o g A W] NP
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12.22.2.3 Null Requests

011 Null Request Specific
(see tables)

Figure 12.41 Null Request SysCmd Bus Bit Definition

Figure 12.41 shows the format oEgsCmdnull request. System interface release external null requests use the null request
command. Table 12.11: lists the encodingSysCmd(4:3)for external null requestSysCmd(2:0)are reserved for null

requests.

Table 12.11:External Null Request Encoding of SysCmd(4:3)

SysCmd(4:3) Null Attributes
0 System Interface release
1-3 Reserved

12.22.3 System Interface Command Identifier Summary

Below is a summary of the command identifiers that can appear on the system interface bus. Pins that are not used by a specific

encoding are denoted by X.

Table 12.12:System Command Bus Identifiers

SysCmd[8:0] Encoding . o
Command Mnemonic Command Description
8|76 |5(4]|3|2|1]0
0/0|0|0|1|1|0]| 0|0 |RdByte Read a single byte
0|0|0|0|1|1|0]| 0] 1 |RdHalf Read 2 bytes
0|0|0|0|1|1|0]|1]|0 |[RdTriByte Read 3 bytes
0|0|0|O0O|1|1|0]|1]1|RdWord Read 4 bytes (Word)
0|0|0|0|1|1|1] 0] 0 |RdQuintiByte Read 5 bytes
0|0|0|0|1|1]|1]|0]| 1 |RdSextiByte Read 6 bytes
0|0|0|0|1|1|1]| 1|0 |RdSeptiByte Read 7 bytes
0|0|0|0|1|1|1]|1]|1|RdDboubleword Read 8 bytes (doubleword)
0|0|0|0|1|0)|X]| 0|1 |RdBlock Read 32 bytes (cache line)
0|0|1]|]0|1|1|0]| 0|0 |WrByte Write a single byte
0|0|1|0|1|1]0]|0] 1 |WrHalf Write 2 bytes
0|0|1|0|1|1|0]|1]|0 [WrTriByte Write 3 bytes
0|j0|1|0|1|1|0]|1]1|wWrWord Write 4 bytes (word)
0|0|1]|0|1|1)|1]0]0 |WrQuintiByte Write 5 bytes
0|0|1|0|1|1|1]0]|1 |WrSextiByte Write 6 bytes
0O|0|1]|0|1|1|1]|1]|0 |WrSeptiByte Write 7 bytes
0|0|1|0|1|1|1]|1]|1|WrDoubleWord Write 8 bytes (doubleword)
0|0|1]|]0|1|0]|X]| 0|1/ |WrBlock Write 32 bytes (cache line)
0|0|1]|1]|]0]|0]| X ]| X | X |[NulReq Null Request Command
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12.22.4 System Interface Data ldentifier Syntax

8 7 6 5 4 3 2 0
See
1 Last Resp Err Note 0 0
Data Data | Data | below

Figure 12.42 Data Identifier SysCmd Bus Bit Definition

This section defines the encoding of ByesCmdbus for system interface data identifiers. Figure 12.42 shows a common
encoding used for all system interface data identifleysCmd(8)must be set to 1 for all system interface data identifiers.

Note: SysCmd(4)is reserved for a processor data identifier. For an external data iden8ffs€md(4)indi-
cates whether or not to check the data and check bits for an error.

12.22.4.1 Noncoherent Data

Noncoherent data is defined as follows:

« data that is associated with processor block write requests and processor doubleword, partial doubleword, word, or par
word write requests.

» data that is returned in response to a processor noncoherent block read request or a processor doubleword, partial dot
word, word, or partial word read request.

« data that is associated with external write requests.

12.22.4.2 Data ldentifier Bit Definitions

SysCmd(7)marks the last data element &ykCmd(6)indicates whether or not the data is response data, for both processor
and external coherent and noncoherent data identifiers. Response data is data returned in response to a read request.

SysCmd(5)indicates whether or not the data element is error free. Erroneous data contains an uncorrectable error and is
returned to the processor, forcing a bus error. In the case of a block response, the entire line must be deliveredssathe proce
no matter how minimal the error. Note that the processor only clBgsidmd(5)during the first doubleword of a block read
response.

SysCmd(4)indicates to the processor whether to check the data and check bits for this data element, for both coherent anc
noncoherent external data identifieBysCmd(4)is reserved for processor data identifiers.

SysCmd(3)is reserved for all data identifiers.
SysCmd(2:0)are reserved for non-coherent and external data identifiers.

Table 12.13: lists the encodings®fsCmd(7:3)for processor data identifiers. Table 12.14: lists the encodings of
SysCmd(7:3)for external data identifiers.
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Table 12.13:Processor Data Identifier Encoding of SysCmd(7:3)

SysCmd(7)

Last Data Element Indication

0

Last data element

1

Not the last data element

SysCmd(6)

Response Data Indication

0

Data is response data

1

Data is not response data

SysCmd(5)

Good Data Indication

0

Data is error free

1

Data is erroneous

| SysCmd(4:3) | Reserved

Table 12.14:External Data Identifier Encoding of SysCmd(7:3)

SysCmd(7)

Last Data Element Indication

0

Last data element

1

Not the last data element

SysCmd(6)

Response Data Indication

0

Data is response data

1

Data is not response data

SysCmd(5)

Good Data Indication

0

Data is error free

1

Data is erroneous

SysCmd(4)

Last Data Element Indication

0

Check the data and check bits

1

Do not check the data and check bits

| SysCmd(3)

| Reserved

12.23 System Interface Addresses

System interface addresses are full 36-bit physical addresses presented on the least-significant 36 bits (bits 35 tkineugh 0) of
SysAD bus during address cycles. Virtual address\tf{4 3:12] can be aliased by the on-chip cache, so they appear on

SysAD[57:56] The remaining bits of th8ysAD bus are unused during address cycles.

12.23.1 Addressing Conventions

Addresses associated with doubleword, partial doubleword, word, or partial word transactions, are aligned for the size of the

data element. The system uses the following address conventions:
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« Addresses associated with block requests are aligned to double-word boundaries; that is, the low-order 3 bits of the
address are 0.

» Doubleword requests set the low-order 3 bits of the address to 0.

«  Word requests set the low-order 2 bits of the address to 0.

« Halfword requests set the low-order bit of the address to 0.

* Byte, tribyte, quintibyte, sextibyte, and septibyte requests use the full byte address.

12.23.2 Subblock Ordering

The order in which data is returned in response to a processor block read request is called subblock ordering. In subblock
ordering, the processor delivers the address of the requested doubleword within the block. An external agent must return tt
block of data using subblock ordering, starting with the addressed doubleword.

For block write requests, the processor always delivers the address of the doubleword at the beginning of the block. The pr
cessor delivers data beginning with the doubleword at the beginning of the block and progresses sequentially through the ¢
blewords the block.

During data cycles, the valid byte lanes depend upon the position of the data with respect to the aligned doubleword (this n
be a byte, halfword, tribyte, quadbyte/word, quintibyte, sextibyte, septibyte, or an octalbyte/doubleword). For example, in lit
tle-endian mode, on a byte request where the address moduloSy/s\M(7:0)are valid during the data cycles. Table 12.15:
lists the byte lanes used for partial word transfers for both big and little endian.

Table 12.15:Partial Word Transfer Byte Lane Usage

# Bytes Address SysAD byte lanes used (Big Endian
SysCmd[2:0] Mod 8 63:56 | 55:48 | 47:40 | 39:32 |31:24 |23:16 | 158 7:0
0 X
1 X
2 X
3 X
1 (000)
4 X
5 X
6 X
7 X
0 X X
2 X X
2 (001)
4 X X
6 X X
0 X X X
1 X X X
3(010)
4 X X X
5 X X X
0 X X X X
4 (011)
4 X X X X
0 X X X X X
5 (100)
3 X X X X X
0 X X X X X X
6 (101)
2 X X X X X X
7:0 15:8 23:16 | 31:24 | 39:32 | 47:40 |55:48 |63:56
SysAD byte lanes used (Little Endian)
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# Bytes Address SysAD byte lanes used (Big Endian
SysCmd[2:0] Mod 8 63:56 | 55:48 | 47:40 | 39:32 |31:24 [23:16 | 158 7:0

0 X X X X X X X

7 (110)
1 X X X X X X X

8 (111) 0 X X X X X X X X

7:0 15:8 23:16 | 31:24 | 39:32 |47:40 |55:48 |63:56
SysAD byte lanes used (Little Endian)

12.23.3 Processor Internal Address Map

External writes provide access to processor internal resources that may be of interest to an external agent. The processor
decodes bitSysAD(6:4)of the address associated with an external write request to determine which processor internal
resource is the target. Thaerruptregister is the only processor internal resource available for an external write request. The
Interrupt register is accessed by an external write request with an address oh(its 6:4 of th&ysAD bus.

12.24 Tertiary Cache Mode Configuration

The existence of a tertiary cache is signaled to the processor by setting ROM mode serial bit [12] to a one, and ia reflected i
CPOConfigregisterTC bit [17]. When theTC bit = 0, the tertiary cache is present.

The tertiary cache may be disabled using the C&ffig registerTE bit [12]. When theTE bit = 1 (set) the tertiary cache is
enabled. Th@E bit is cleared at reset. When the tertiary cache is enabled by settif§ itz the state of the cache is unde-
fined and software must explicitly invalidate the entire tertiary cache before using it.

If no tertiary cache is present, or the tertiary cache is disabled, the processor drives all tertiary cache signaladtivéneir i
state. If no tertiary cache is present Tledatch andTcDOE* signals become don’t care inputs and must be connected to
valid logic levels. If the tertiary cache is present and enabled, th&ys#DC signals must carry valid parity during block
read responses.

The doublewords transferred 8ysAD during tertiary cache block read transactions are in sub-block order. The doublewords
transferred orsysAD during tertiary cache block write transactions are in sequential order.

The tertiary cache RAM type is specified by the processor ROM mode serial bit [15]. Bit [15] = 1 indicates single cycle dese-
lect timing; bit [15] = 0 indicates dual cycle deselect timing. The difference between these two settings is in the tming of t
signalTcDCE* on a tertiary cache read hit. On a tertiary cache redthiCE* is asserted at cycle T1. If bit [15] = 0,

TcDCE* is deasserted at cycle T5. If bit [15] =TEDCE* is deasserted at cycle T6, one cycle later. This allows for the use of
commodity SRAMs in the system design.

The size of the tertiary cache is set by the system design. The size can be from 512KB to 8MB in powers of two. It's size may

be indicated by processor mode ROM serial bits [17:16]. The system designer is free to choose the encoding.The state of these
mode bits appear as CR@nfig register bits [21:20].

12.25 Tertiary Cache Synchronous SRAMs

The RM7000 supports the use of pipelined synchronous SRAMs for the data RAMs and tag RAMs. All synchronous SRAMs
are pipelined and allow an access every cycle. The following sub-sections discuss the internal layout and timing diagrams for
the basic data and tag RAMs.

12.25.1 Tertiary Cache Data RAMs

The data RAMs are pipelined synchronous SRAMs (SSRAMSs) with registered inputs and outputs. The chip enable and write
enable signals are pipelined. The output enable signal is asynchronous. Figure 12.43 shows a block diagram of the data RAM.
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A[17:0] D Addr
[ ———QCE
TcDCE* D DQ
() WE
TcCWE* D D Q— 256Kx18
SRAM Array
. Data Datal
D[17:0] DQ n Out D QAQ—‘
SysClock+>
TcDOE* ﬂ_r)

Figure 12.43 Data RAM Block Diagram

As illustrated in the above block diagrams, the RAMs synchronously enable their outputs two cycles after a read operation
issued, and synchronously disable their outputs two cycles after the end of a read operation.

SysCycle

| 2| 2| 3| 4] s | 6] 7] 8] 9| 10| 11
syscock |\ S\
TcDCE* ‘_\ / \ / \_/7

TcCWE* ‘ \
TcDOE* ‘ / \

A[15:0] D< Al >< >< A3 >< A4 >< A5 >< A6 >< >< >< ><A10 ><:
D[17:0] ’ Q1 Q3 @ @m m

Figure 12.44 Data RAM Read Cycles Followed By a Write Cycle

Figure 12.44 shows a timing diagram of a data RAM read followed by write cycle, while Figure 12.45 shows a diagram of a
write followed by a read cycle.
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SysCycle

|+ | 2| 3] 4] 5 | 6| 7] 8] 9| 10| n|
syscock |\ N\
TcDCE* ‘_\_/_\ / \ /
TcCWE* ‘_\ /

TcDOE* ‘

A[15:0] D< Al >< >< A3 >< A4 >< A5 X A6 >< A7 >< >< ><A10><:
D[17:0] ’ <D1 >< >< D3 D4 >< D5 >< D6 Q7

Figure 12.45 Data RAM Write Cycles Followed By a Read Cycle

* Column
TeCLR D Flash Clear
[
A[15:0] D Addr
[ ——(QCE
TcTCE* D D
() WE
TcCWE* D D Q— 64Kx18
SRAM Array
D[17:0 D Data Data
T([:TD * CEQ In Out P Q
SysClock P>
TcTOE* D
COMPARE D Q— — TcMatch
TcMOE*
L

Figure 12.46 Tag RAM Block Diagram

The tag RAM has the same architecture as the data RAM with the addition of a load enable signal for the data input register
and a registered comparator output of the data input register and the RAM array. The tag RAM may optionally support a flash
clear of the valid bit column. Figure 12.46 shows a block diagram of the tag RAM.
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SysCycle | 1 | 2| 3 | 4] 5 | 6| 7] 8 | 9 | 10|

Y AYAWAVAWAWRWAWAWAN
TCTCE* ‘ \ / \ / \ /
TCCWE* ‘ /

TCTOE* ‘

ausor | ) X X X )X X X X X
D[17:0] ‘ D1 D5

TCcTDE* ‘ \ / \_/
TcMOE* ‘j
TcMatch ‘ / \ \ /

Figure 12.47 Tag RAM Hit and Miss Read-Followed-By-Write Cycles

Figure 12.47 shows a timing diagram of hit and miss read followed by write cycles. Figure 12.48 shows a timing diagram of
basic read and write cycles.

SysCycle | 1 | 2| 3 | 4] s | 6| 7] 8 | 9 | 10|

Y AYAWAVAWAWRWAWAWAN
TCTCE* ‘ \ /

TCCWE* ‘

TCTOE* ‘_—\—/
aso | AL X X X X X X X X X

D[17:0] ‘ Q1

TCTDE* ‘ \ / \ /

Figure 12.48 Tag RAM Read and Write Cycles

12.26 Error Checking

The RM7000 supports parity for both internal cache and bus interface transactions. Bus errors are specific to system interf
transactions. Parity errors use the cache error exception vector located at address 0x100. Bus errors use the general exce

vector located at address 0x180.

12.27 Parity Errors

Parity is the simplest error detection scheme. By appending a bit to the end of an item of data—pastiedie—single bit
errors can be detected. However, these errors cannot be corrected.

There are two types of parity:

e Odd Parity adds 1 to any even number of 1s in the data, making the total number of 1s odd (including the parity bit).
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« Even Parity adds 1 to any odd number of 1s in the data, making the total number of 1s even (including the parity bit).

Odd and even parity are shown in the example below:

Data(3:0) Odd Parity Bit Even Parity Bit
0010 0 1

The example above shows a single bibata[3:0] with a value of 1; this bit iData[1].

* In even parity, the parity bit is set to 1. This makes 2 (an even number) the total number of bits with a value of 1.

« Odd parity makes the parity bit a 0 to keep the total number of 1-value bits an odd number—in the case shown above, the
single bitData(1).

The example below shows odd and even parity bits for various data values:

Data(3:0) Odd Parity Bit  Even Parity Bit
0110 1 0
0000 1 0
1111 1 0
1101 0 1

Parity allows single-bit error detection, but it does not indicate which bit is in error. For example, suppose an oddiparity va
of 00011 arrives. The last bit is the parity bit, and since odd parity demands an odd number (1,3,5) of 1s, this datas in err
it has an even number of 1s. However, it is impossible tavkédh bit is in error.

The RM7000 supports both precise and imprecise parity errors. A parity error is considered precise when the exact address of
the instruction that caused the error has been captured by the CPEImoth&PCregister. An imprecise parity error means

that the CPU was not able to capture the exact address of the instruction that caused the error as the CPU has already executed
other instructions past the one which caused the error.

Parity errors are checked at the output of the primary data and instruction cache arrays for cache ‘hits’. These pasity checker
check load data and instructions. Data array parity is not checked on primary and secondary cache writebacks.

Parity is also checked at the output of the instruction, data, and secondary cache tags. If a primary data cache parity error
occurs on a writeback, the bad data is written to the secondary cache or tertiary cache/main memory depending on the type of
cache attributes.

All parity errors take the cache error exception vector (0x100).

12.27.1 Precise Parity Errors

All instruction-related parity errors are precise, whereas data-related parity errors are imprecise. Precise parity errors occu
when a parity error is detected on an:

e Instruction cache hit
e Uncached instruction fetch

Instruction cache hit parity errors update the index field oCdweheErrregister. For the precise parity errors @echeErr
register/index field does contain the correct value.
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12.27.2 Imprecise Parity Errors

All data-related parity errors are imprecise, meaning that the CPU was not able to capture the exact address of the instruct
that caused the error, rather the error is associated to a range of addresses. Imprecise parity errors take the caghe error e»
tion vector (0x100). These errors occur when the processor detects a parity error on:

« Any non-blocking primary data cache miss (prefetch, load, store) from either the secondary cache or the system interfz
* Adata cache hit.

* Anuncached data fetch.

« A secondary cache tag error on a primary cache writeback.

For the imprecise parity errors tlBacheErrregisterindex field does not contain the correct value.

The RM7000 includes two new registers in CPO register set 1 for reporting the address locations on imprecise parity errors
These new registers are call@BrrAddrO andDErrAddrl. Figure 12.49 shows the formats for these two registers.

For imprecise parity errors, the bad physical address is contained in on®&frtAeldr address registers. The data physical
address that generated the exception is indicated yGlamdE1 bits of theCacheErrregister. Note that these registers are
set for bus errors as well as parity errors.

31 DErrAddrO 0

PA[31:0]

32

31 DErrAddrl 0

PA[31:0]

32

Figure 12.49 Imprecise Parity Error Registers

In Figure 12.49, PA[31:0] indicates the address that caused the imprecise parity error or bus error.

12.28 Bus Errors

The RM7000 supports both precise and imprecise bus errors. A bus error is considered precise when the exact address of
instruction that caused the error has been captured by the CPUERGregister. An imprecise bus error means that the CPU
was not able to capture the exact address of the instruction that caused the error as the CPU has already executed other in
tions past the one which caused the error. All instruction-related bus errors are precise, whereas data-related buseerrors ca
either precise or imprecise. Bus errors are generated only on the system interface and must be reported on the first doublev
received on the system interface. A bus error reported after the first doubleword will be ignored.

Bus errors always take the general exception vector (0x180).
12.28.1 Precise Bus Errors

All instruction-related bus errors are precise. Precise bus errors occur when the system reports an error on an:

e Instruction cache miss
* Uncached instruction fetch
« Blocking data fetch
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For precise bus errors tl@acheErrregister index field does store the correct value.

12.28.2 Imprecise Bus Errors

Data-related bus errors can be either precise or imprecise. An imprecise bus error means that the CPU was not able to capture
the exact address of the instruction that caused the error as the CPU has already executed other instructions pastthe one whic
caused the error. Imprecise bus errors take the general exception vector located at address 0x180. These errors occur when the
processor detects a bus error on:

e Any non-blocking primary data cache load miss.
e Anuncached non-blocking access

An imprecise bus error is denoted when B@ bit in theCacheErrregister is set.
For the imprecise buserrors tGacheErrregister index field does not store the correct value.

The RM7000 includes two new registers in CPO register set 1 for reporting the address locations on imprecise bus errors. These
new registers are callé@ErrAddrO andDErrAddrl. Figure 12.49 shows the formats for these two registers.

For imprecise bus errors, the bad physical address is contained in on®BftAddr address registers. The data physical

address that generated the exception is indicated yGlaadE1 bits of theCacheErrregister. Note that these registers are
set for bus errors as well as parity errors.

12.28.2.1 System Interface

The processor generates correct check bits for doubleword, partial doubleword, word, or partial-word data transmitted to the
System. Interface. For block data, the processor passes data check bits from the primary cache, directly without changing the
bits, to the system interface.

The processor does not check data received from the system interface for external writes. By sBita@nid§4] bit in the
data identifier, it is possible to prevent the processor from checking read response data from the system interface.

The processor does not check addresses received from the system interface and does not generate check bits for addresses
transmitted to the system interface.

The processor takes a cache error exception when it detects an error based on data check bits. Software is responsible for erro
handling.

12.28.2.2 System Interface Command Bus

In the RM7000 processor, the system interface command bus has a single p&jty@idPR that provides even parity over

the 9 bits of this bus. THeysCmdPparity bit is not implemented. It is not generated when the system interface is in master
state and is not checked when the system interface is in slave state. This signal is defined to maintain R4000 conmpatibility an
is not functional in the RM7000 processor.

12.28.2.3 Summary of System Interface Error Checking Operations

Error checking operations at the System Interface performed by the processor are summarized in tables 12.16 and 12.17.
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System Interface Protocol

Table 12.16:Error Checking and Generation Summary for Internal Transactions on the SysAD Bus Interface

Bus

Uncached Load

Uncached Store

Cache Load from
System Interface

Cache Write to
System Interface

Cache Instruction

SysAD Address
and Address Check
bits; Transmit

Check bits Not
Generate (always
driven low)

Check bits Not
Generated (always
driven low)

Check bits Not
Generated (always
driven low)

Check bits Not
Generated (always
driven low)

Check bits Not
Generated (always
driven low)

SysCmd Command
and Command

Check bit Not Gen-
erated (always

Check bit Not Gen-
erated (always

Check bits Not
Generated (always

Check bit Not Gen-
erated (always

Check bit Not Gen-
erated (always

Data Check Bits;
Receive

error

requested double-
word, Trap on error

Check bits; Trans- | driven low) driven low) driven low) driven low) driven low)

mit

SysCmd Data Iden- | Not Checked Check bit Not Gen- | Not Checked Check bit Not Gen- | Not Checked
tifier, and Identifier erated (always erated (always

Check Bits; Trans- driven low) driven low)

mit

SysAD Data and NA Data From regis- NA Data and Check Data and Check
Data Check Bits; ter. Check bits gen- bits from cache, bits from cache,
Transmit erated Not Checked. Not Checked
SysCmd Data Iden- | Not Checked NA Not Checked NA Not Checked
tifier, and Identifier

Check Bits;

Receive

SysAD Data and Checked, Trap on | NA Checked on NA Checked on

requested double-
word, Trap on error

Table 12.17:Error Checking and Generation Summary for External Transactions on the System Interface.

Bus External Write
SysAD Address, and Address Check bits; Receive Not Checked
SysCmd Command and Command Check bits; Receive Not Checked
SysCmd Data Identifiers and Identifier Check Bits; Receive Not Checked
SysAD Data and Data Check Bits; Receive Not Checked
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Section 13 Exception Processing

This section describes the exception processing mechanism in the RM7000 processor, including the format and use of eac
CPU exception register.

13.1 Overview of Exception Processing

The processor receives exceptions from a number of sources, including translation lookaside buffer (TLB) misses, arithmet
overflows, 1/O interrupts, and system calls. When the CPU detects one of these exceptions, the normal sequence of instruc
execution is suspended and the processor enters Kernel mode.

The processor then disables interrupts and forces execution of a software exception processohgoaledlacated at a

fixed address. The handler saves the context of the processor, including the contents of the program counter, the current o
ating mode (User or Supervisor), and the status of the interrupts (enabled or disabled). This context is saved so it can be
restored when the exception has been serviced.

When an exception occurs, the CPU loadskeeption Program CountéEPC) register with a location where execution can
restart after the exception has been serviced. The restart locatiorEiR@hegister is the address of the instruction that

caused the exception or, if the instruction was executing in a branch delay slot, the address of the branch instruction imme
ately preceding the delay slot.

The registers described later in the section assist in this exception processing by retaining address, cause and status infort
tion.

13.2 Exception Processing Registers

This section describes the CPO registers that are used in exception processing. Table 13.1: lists these registershaiong with
number—each register has a unique identification number that is referred tegisties numberFor instance, thECC reg-
ister is register number 26. The remaining CPO registers are used in memory management.

Software examines the CPO registers during exception processing to determine the cause of the exception and the state of
CPU at the time the exception occurred. The registers in Table 13.1: are used in exception processing, and are described ir
sections that follow. Set O registers are accessedWHBO andMTCO instructions.
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Table 13.1: CPO Set 0 Exception Processing Registers

Reg. No. Register Name

Context
BadVAddr (Bad Virtual Address)
Count

11 Compare register

12 Status

13 Cause

14 EPC (Exception Program Counter)

18 Watchl

19 Watch2

20 XContext

22 PerfControl (Performance counter control)

24 WatchMask

25 PerfCount (Performance counter)

26 ECC (Error Checking and Correction)

27 CacheErr (Cache Error and Status)

30 ErrorPC (Error Exception Program Counter

Table 13.2: lists the CPO Set 1 exception processing registers. Set 1 registers are accéss€DwitdCTCO instructions.
The interrupt registers are described in Section 14, “Interrupts”, of this manual.

Table 13.2: CPO Set 1 Exception Processing Registers

Reg. No. Register Name
18 IPLLo (Interrupt Priority Level Lo)
19 IPLHi (Interrupt Priority Level Hi)
20 IntControl (Interrupt Control)
26 DErrAddrO (Data Error Address 0)
27 DErrAddrl (Data Error Address 1)

The CPU’s general purpose registers are interlocked and the result of an instruction can normally be used by the next instruc-
tion; if the result is not available right away, the processor stalls until it is available. The CPO registers and the@iLB are
interlocked, however; there may be some delay before a value written by one instruction is available to following instructions.

13.2.1 Context Register (Set 0, Register 4)

The Contextregister is a read/write register containing the pointer to an entry in the page table entry (PTE) array; this array is
an operating system data structure that stores virtual-to-physical address translations. When there is a TLB miss,dhe operatin
system loads the TLB with the missing translation from the PTE array. Normally, the operating systemQrsetexiregis-

ter to address the current page map which resides in the kernel-mapped desgg8iithe Contextregister duplicates some

of the information provided in thBadVAddmregister, but the information is arranged in a form that is more useful for a soft-
ware TLB exception handler. Figure 13.1 shows the format dttitextregister; Table 13.3: describes thentextregister

fields.
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63 23 22 4 3 0
PTEBase BadVPN2 0
41 19 4

Figure 13.1 Context Register Format

Table 13.3: Context Register Fields

Bit(s) Field Description

63:23 PTEBase | This field is a read/write field for use by the operating system. It is normally written with a value that
allows the operating system to use the Context register as a pointer into the current PTE array in
memory.

22:4 BadVPN2 | This field is written by hardware on a miss. It contains the virtual page number (VPN) of the most
recent virtual address that did not have a valid translation.

The 19-bitBadVPNZ field contains bits 31:13 of the virtual address that caused the TLB miss; bit 12 is excluded because a
single TLB entry maps to an even-odd page pair. For a 4-Kbyte page size, this format can directly address the pair-table of
byte PTEs. For other page and PTE sizes, shifting and masking this value produces the appropriate address.

13.2.2 Bad Virtual Address Register (BadVAddr, Set 0, Register 8)

The Bad Virtual Address registéBddVAdd) is a read-only register that displays the most recent virtual address that caused
one of the following exceptions: TLB Invalid, TLB Modified, TLB Refill, or Address Error.

63 0

Bad Virtual Address
64

Figure 13.2 BadVAddr Register Format

Note: The BadVAddr register does not save any information for bus errors, since bus errors are not addressing
errors.

Figure 13.2 shows the format of tBadVAddiregister.
13.2.3 Count Register (Set 0, Register 9)

TheCountregister is a read/write register which acts as a timer, incrementing at a constant rate, at the CPU pipeline frequen
whether or not an instruction is executed, retired, or any forward progress is made through the pipeline.

31 0

Count
32

Figure 13.3 Count Register Format

Figure 13.3 shows the format of tGeuntregister.
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13.2.4 Compare Register (Set 0, Register 11)

The Compareregister maintains a stable value that does not change on its own.

When the value of thE€ountregister equals the value of tBempareregister, an interrupt bit in th@auseregister can be set.

If mode bit 11 is O, then the timer interrupt is selected to be sto/&¥ @nd masked byM7. If mode bit 11 is 1, themmt*5 is
selected to be stored IR7 and masked byM7. If TE=1 when theCountregister equals theompareregister, therP12 is

set. If TE=0, then/P12 is not set. This causes an interrupt as soon as the interrupt is enabled. To clear the timer interrupt, a
value must be written to tt@ompareregister.

31 0

Compare
32

Figure 13.4 Compare Register Format

The Compareregister is a read/write register. In normal use howeveGdhepareregister is only written. Figure 13.4 shows
the format of theCompareregister.

13.2.5 Status Register (Set 0, Register 12)

The Statusregister ER is a read/write register that contains the operating mode, interrupt enabling, and the diagnostic states
of the processor. The following list describes the more impoBttisregister fields.

» The 8-bitinterrupt Mask (IM) field controls the enabling of eight interrupt conditions. Interrupts must be enabled before
they can be asserted, and the corresponding bits are set in bbtiethept Mask field of theStatusregister and the
Interrupt Pending field of theCauseregister/M[1:0] are software interrupt masks, whild[7:2] correspond to
Int*[5:0] . (/M7 enables the Timer Interrrupt @R7 unless mode bit 11 is set to enallg5 on /IP7.) Int*[9:6] are
enabled in théntControl register. Please refer to Section 14, “Interrupts”, tonf9:6] and to enable the prioritized,
vectorized interrupt capability.

» The 3-bitCoprocessor Usability (CU) field controls the usability of 4 possible coprocessors. Regardless Gtihe
bit setting, CPO is always usable in Kernel mode. For all other cases, an access to an unusable coprocessor causes an
exception.

e The 9-bitDiagnostic Status (DS) field is used for self-testing, and checks the cache and virtual memory system.

» TheReverse-Endian (RE) bit, bit 25, reverses the endianness of the machine. The processor can be configured as either
little-endian or big-endian at system reset; reverse-endian selection is used in Kernel and Supervisor modes, and in the
User mode when thRE bit is 0. Setting th&E bit to 1 inverts the User mode endianness.

13.2.5.1 Status Register Format

Figure 13.5 shows the format of tBeatusregister. Table 13.4: describes Statusregister fields. Figure 13.6 and Table 13.5:
provide additional information on th@iagnostic Status (DS) field. All bits in theDS field exceptTS are readable and
writable.

31 30 28 27 26 25 24 16 15 87 6 543 2 1 0
Cu
XX (Cu2:Cuo CO|FR| RE DS?} IM7 - IMO KX|SX UX|KSU |ERL EXL| IE
N
1 3 11 1 9 8 1 11 2 1 1 1

Figure 13.5 Status Register
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Table 13.4: Status Register Fields

Bit(s) Field Description

31 XX Enables execution of MIPS IV instructions in user-mode
1. MIPS IV instructions usable
0: MIPS IV instructions unusable

30:28 Cu Controls the usability of each of the three coprocessor unit numbers. CPOQ is always usable when in
Kernel mode, regardless of the setting of the CUj bit.
1: usable
0:  unusable
27 CO Setting this bit enables use of the Hit_Writeback and Hit-Writeback_Invalidate CACHE instruction

while in user mode. Clearing this bit disables use of these instructions while in user mode.

26 FR Enables additional floating-point registers
0:16 registers
1:32 registers

25 RE Reverse-Endian bit, valid in User mode.
24:16 DS Diagnostic Status field (see Figure 13.6).
15:8 IM[7:0] Interrupt Mask (Lower): controls the enabling of eight of the external, internal, and software inter-

rupts. An interrupt is taken if interrupts are enabled, and the corresponding bits are set in both the
Interrupt Mask field of the Status register and the Interrupt Pending field of the Cause register.
IM[7:2] correspond to Int*5 through Int*0. IM7 also enables the Timer Interrrupt if mode bit 11 is O.
IM[1:0] correspond to SWINT1 and SWINTO. (Int*[9:6] are enabled in the IntControl register).

0: disabled
1: enabled
7 KX Enables 64-bit addressing in Kernel mode. The extended-addressing TLB refill exception is used
for TLB misses on kernel addresses.
0: 32-bit
1:  64-bit
6 SX Enables 64-bit addressing and operations in Supervisor mode. The extended-addressing TLB refill
exception is used for TLB misses on supervisor addresses.
0: 32-bit
1.  64-hit
5 UX Enables 64-bit addressing and operations in User mode. The extended-addressing TLB refill
exception is used for TLB misses on user addresses.
0: 32-bit
1:  64-bit
4:3 KSU Mode bits
10: User
01: Supervisor
00: Kernel
2 ERL Error Level; set by the processor when Reset, Soft Reset, NMI, or Cache Error exception are
taken.
0: normal
1.  error

When ERL is set:

— Interrupts are disabled.

— The ERET instruction uses the return address held in ErrorEPC instead of EPC.

— Kuseg and xkuseg are treated as unmapped and uncached regions.This allows main
memory to be accessed in the presence of cache errors.
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Bit(s) Field Description
1 EXL Exception Level; set by the processor when any exception other than Reset, Soft Reset, NMI, or
Cache Error exception are taken.
0: normal
1. exception
When EXL is set:
— Interrupts are disabled.
— TLB refill exceptions will use the general exception vector
instead of the TLB refill vector.
— EPC is not updated if another exception is taken.
0 IE Interrupt Enable
0: disable interrupts
1. enables interrupts
24 23 22 21 20 19 18 17 16
0 0 BEV 0 SR 0 CH CE DE
1 1 1 1 1 1 1 1 1
Figure 13.6 Status Register Diagnostic Status Field
Table 13.5: Status Register Diagnostic Status Bits
Bit(s) Field Description
22 BEV Controls the location of TLB refill and general exception vectors.
0: normal
1. bootstrap
20 SR 1: Indicates that a Soft Reset or NMI has occurred.
18 CH Hit (tag match and valid state) or miss indication for last CACHE Hit Invalidate, Hit Write Back Inval-
idate, or Hit Write Back for the secondary cache.
0: miss
1:  hit
17 CE Contents of the ECC register set or modify the check bits of the caches when CE = 1; see descrip-
tion of the ECC register.
16 DE Specifies that cache parity or ECC errors cannot cause exceptions.
0: parity/ECC remain enabled
1: disables parity/ECC
0 Reserved. Must be written as zeroes, and returns zeroes when read.

13.2.5.2 Status Register Modes and Access States

Fields of theStatusregister set the modes and access states described in the sections that follow.

Interrupt Enable : Interrupts are enabled when all of the following conditions are true:

« IE=1
 EXL=0
» ERL=0

If these conditions are met, the settings of/téits enable the interrupt.

Operating Modes The following CPUStatusregister bit settings are required for User, Kernel, and Supervisor modes.
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* The processor is in User mode wh€SU = 10,, EXL = 0, andERL = 0.
* The processor is in Supervisor mode wikeSU = 01, EXL = 0, andERL = 0.
* The processor is in Kernel mode wh€8U = 00,, or EXL = 1, orERL = 1.

32- and 64-bit Modes The following CPUStatusregister bit settings select 32- or 64-bit operation for User, Kernel, and
Supervisor operating modes. Enabling 64-bit operation permits the execution of MIPS IIl & MIPS IV opcodes and translatiol
of 64-bit addresses. 64-bit operation for User, Kernel and Supervisor modes can be set independently.

e 64-bit addressing for Kernel space is enabled Wl 1. 64-bit operations are always valid in Kernel mode.
e 64-bit addressing and operations are enabled for Supervisor spac&xhkeh
*  64-bit addressing and operations are enabled for User spacdihen.

Kernel Address Space AccesseAccess to the kernel address space is allowed when the processor is in Kernel mode.

Supervisor Address Space Accesseiccess to the supervisor address space is allowed when the processor is in Kernel or
Supervisor mode, as described above in the section titled “Operating Modes.”

User Address Space Accessesccess to the user address space is allowed in any of the three operating modes.
13.2.5.3 Status Register Reset

The contents of thBtatusregister are undefined at reset, except for the following bits iPimostic Status field:
e ERLandBEV=1

The SR bit distinguishes between the Reset exception and the Soft Reset exception (causedRthet byNonmaskable
Interrupt [NMI] ).

13.2.6 Info Register (Set 0, Register 7)

TheInfo register specifies various configuration options which have been selected at boot-time as well as the particulars of t
on-chip cache confiration. It also contains a global interrupt enable/disable bit..

Some configuration options, as definedbfp registerbits 28:23 are read from the initialization mode stream by the hardware

during reset and are included in théo register as read-only status bits for the software to access. The only option writable by
softe is the global interrupt enable.disable bit (bit 0, GIE).

31:29 28 27:26 25 24:23 22:17 16:11 10:5 4:1 0

0 BM| DS [NP| WP DWW W SW SS | AE

Figure 13.7 Info Register Format
Figure 13.7 shows the format of thrdo register; Table 13.6: describes théo register fields.

Table 13.6: Info Register Fields

Bits Field Description

28 BM Burst Mode: Read from modebit 15
0 : pipelined Scache RAMS (dual cycle deselect)
1 : burst mode Scache RAMS (single cycle deselect)

27..26 DS Drive Strength: Drive strength of pad output drivers. Read from modebits 14:13
00 : 67% drive strength

01 : 50% drive strength

10 : 100% drive strength

11 : 83% drive strength
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Bits Field Description

25 NP Non-pendant bus mode: Read from modebit 26
0 : overlapping reads disabled
1: overlapping reads enabled

24..23 WP Write Protocol: Read from modebits 10:9
00 : R4000 compatible

01 : Reserved

10 : Pipelined writes

11 : Write re-issue

22..17 DW Primary Data Cache Sets:

000100 : 4 sets
all other patterns : reserved

16..11 W Primary Instruction Cache Sets:
000100 : 4 sets
all other patterns : reserved

10..5 SwW Secondary Cache Sets:
000100 : 4 sets
all other patterns : reserved

4.1 SS Secondary Cache Size:

0010 : 256 Kbytes
all other patterns : reserved

0 AE Atomic Enable: Atomic Interrupt Enable/Disable. This bit allows atomic enable/disable of interrupts
without a read-modify-write sequence to the SR.IE bit.

Writing a one to this bit globally enables interrupts

Writing a zero to this bit globally disables interrupts

This bit returns a zero on a read.

13.2.7 Cause Register (Set 0, Register 13)

The 32-bit read/writ€auseregister describes the cause of the most recent exception. The interrupt pending has been
expanded from 8 to 16 bits to accommodate the enhanced interrupt mechanism of the RM7000. The expansion of the interrupt
pending field caused th& bit to be moved from bit 23 to bit 24. THEI andW2 bits enable the two neWatchregisters used

during device debug and test.

31 30202827 26 2524 23 876 21 0
BD| 0 | CE | 0 |wz|wi| IV IP15 - IPO ol & |o
1 1 2 1 1 1 1 16 1 5 2

Figure 13.8 Cause Register Format

Figure 13.8 shows the fields of this register. Table 13.7: describ€stiseregister fields. A 5-bit exception codexcCode)
indicates the cause of the most recent exception, as listed in Table 13.8:.

All bits in theCauseregister, with the exception of t€(1:0) and/V bits, are read-only. Settir§1 or /PO will cause a soft-
ware interrupt. Setting/ will enable the RM7000 interrupt extensions and set the interrupt base address vector offset to
0x200. ThelV bit is cleared on Reset.
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Table 13.7: Cause Register Field

Bit(s) Field Description
31 BD Indicates whether the last exception taken occurred in a branch delay slot.
1. delay slot
0: normal
29:28 CE This 2-bit field contains the coprocessor unit number and referenced when a Coprocessor Unus-
able exception is taken.
27 W2 If set this bit indicates that the Watch?2 register caused a Watch exception.
26 w1 If set this bit indicates that the Watch1l register caused a Watch exception.
24 \Y Enables the new dedicated interrupt vectors offset from the base exception vector.
1. interrupts use new exception vector base offset (0x200) and enables priority encoder and
programmable interrupt exception offsets.
0: interrupts use common exception vector base offset (0x180).
23:8 IP[15:0] |Indicates an interrupt is pending. Each bit in this 16 bit field corresponds to interrupts 15:0 and indi-
cates the interrupt pending status.
1. interrupt pending
0:  nointerrupt
6:2 ExcCode |Exception code field (see Table 13.9:)
0 Reserved. Must be written as zeroes, and returns zeroes when read.

Table 13.8: Interrupt Pending Field

Bit(s) Field Description
23:22 IP[15:14] |Reserved
21 IP13 Performance Counter
20 P12 Timer (if the TE bit is set)
19:10 IP[11:2] |Int*9 through Int*0. IP7 is capable of storing either the state of the Timer interrupt (if mode bit 11 is
0) or the state if Int*5.
9:8 IP[1:0] SWINT1 & SWINTO

Table 13.9: Cause Register ExcCode Field

gggs‘:;;{:e Mnemonic Description
0 Int Interrupt
1 Mod TLB modification exception
2 TLBL TLB exception (load or instruction fetch)
3 TLBS TLB exception (store)
4 AdEL Address error exception (load or instruction fetch)
5 AdES Address error exception (store)
6 IBE Bus error exception (instruction fetch)
7 DBE Bus error exception (data reference: load or store)
8 Sys Syscall exception
9 Bp Breakpoint exception
10 RI Reserved instruction exception
11 CpuU Coprocessor Unusable exception
12 Ov Arithmetic Overflow exception
13 Tr Trap exception
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leggs?};ge Mnemonic Description
14 e Reserved
15 FPE Floating-Point exception
16 IWE Instruction Watch Exception
17-22 Reserved
23 DWE Data Watch Exception
24-31 Reserved

13.2.8 Exception Program Counter (EPC) Register (Set 0, Register 14)

The Exception Program CountdEPC) is a read/writgegister that contains the address at which processing resumes after an
exception has been serviced.

For synchronous exceptions, thRECregister contains either:

» the virtual address of the instruction that was the direct cause of the exception, or

» the virtual address of the immediately preceding branch or jump instruction (when the instruction is in a branch delay slot,
and theBranch Delay bit in theCauseregister is set).

The processor does not write to tHeCregister when th&XL bit in theStatusregister is setto a 1.

63 0
EPC

64
Figure 13.9 EPC Register Format
Figure 13.9 shows the format of tB®Cregister.

13.2.9 Watchl Register (Set 0, Register 18)

TheWatchlregister works in conjunction with thMgatchMaskegister and is used for debug and test. The register can be pro-
grammed to watch for a load address, a store address, an instruction address, or a range of address. Each time there is an
address match, a watch exception is generated. If the contents of this register causes a watch exception, bit 25 (W1) in the
Causeregister is set. Refer to Section 17, “Debug and Test”, for more information.

13.2.10 Watch2 Register (Set 0, Register 19)

The Watch2register works in conjunction with thWgatchMaskegister and is for debug and test. The register can be pro-
grammed to watch for a load address, a store address, an instruction address, or a range of address. Each time there is an
address match, a watch exception is generated. If the contents of this register causes a watch exceptityg) witté (
Causeregister is set. Refer to Section 17, “Debug and Test”, for more information.

13.2.11 XContext Register (Set 0, Register 20)

The read/writeXContextregister contains a pointer to an entry in the page table entry (PTE) array, an operating system data
structure that stores virtual-to-physical address translations. When there is a TLB miss, the operating system softivare loads t
TLB with the missing translation from the PTE array. R@ontextregister duplicates some of the information provided in the
BadVAddrregister, and puts it in a form useful for a software TLB exception handleKTtetextregister is used with the

XTLB refill handler, which loads TLB entries for references to a 64-bit address space, and is included solely for operating sys
tem use. The operating system setsRfi& base field in the register, as needed. Normally, the operating system uses the
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Contextregister to address the current page map, which resides in the kernel-mapped lssegBdrigure 13.10 shows the
format of theXContextregister; Table 13.10: describes X@ontextregister fields.

63 3332 3130 4 3 0
PTEBase R BadVPN2 0
31 2 27 4

Figure 13.10 XContext Register Format
The 27-bitBadVPN?Z field has bits 39:13 of the virtual address that caused the TLB miss; bit 12 is excluded because a singl
TLB entry maps to an even-odd page pair. For a 4-Kbyte page size, this format may be used directly to address the pair-tabl
8-byte PTEs. For other page and PTE sizes, shifting and masking this value produces the appropriate address.

Table 13.10:XContext Register Fields

Bit(s) Field Description
63:33 PTEBase |The Page Table Entry Base read/write field is normally written with a value that allows the operat-
ing system to use the Context register as a pointer into the current PTE array in memory.
32:31 R The Region field contains bits 63:62 of the virtual address.
00: wuser
01: supervisor
11: kernel.
30:4 BadVPN2 | The Bad Virtual Page Numberi2 field is written by hardware on a miss. It contains the VPN of the
most recent invalidly translated virtual address.

13.2.12 PerfControl Register (Set 0, Register 22)

The Performance Contralegister is used during debug and test. This register controls the performance counters and whethe
counting is done in User mode or Kernel mode. Refer to Section 17, “Debug and Test”, for more information

13.2.13 WatchMask Register (Set 0, Register 24)

TheWatchMaskegister is used during debug and test to mask some of the physical address bits, allowing either or both of tl
Watchregisters to compare against a range of address as opposed to a specific address. The granularity of the address rar
limited to the power of 2. Refer to Section 17, “Debug and Test”, for more information.

13.2.14 PerfCount Register (Set 0, Register 25)

The Performance Countetegister is used during debug and test. This register is a 32-bit writable counter controlled by the
PerfControlregister. Refer to Section 17, “Debug and Test”, for more information.

13.2.15 Error Checking and Correcting (ECC) Register (Set 0, Register 26)

The 8-bitError Checking and Correctin¢=CC) register reads or writes primary-cache data parity bits for cache initialization,
cache diagnostics, or cache error processing. (Tag parity is loaded from and storddgb dinegister.)

The ECCregister is loaded by tHBIDEX LOAD TAG CACHE operation. Content of ti&CCregister is:

e written into the primary data cache on store instructions (instead of the computed parity) wGErbthef theStatus
register is set.

» substituted for the computed instruction parity for the CACHE operation Fill.
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31 29 28 27 26 25 2423 2019 1615 87 0
0 SS| || D|S| 0| EA1 EAO 0 PAR
3 1 1 11 1 4 4 8 8

Figure 13.11 ECC Register Format
Figure 13.11 shows the format of tBE€Cregister; Table 13.11: describes the register fields.

Table 13.11:ECC Register Fields

Bit(s) Field Description
28 SS Set Select: Setting this bit causes the RM7000 to use set 1 of the cache during locking. Clearing
this bit causes the processor to use set 0 during locking.
27 | Setting this bit enables instruction cache locking.
26 D Setting this bit enables data cache locking.
25 S Setting this bit enables secondary cache locking.
23:20 EAl Holds the data physical address [35:32] that caused the last parity error or last bus error if the E1
and EC bits within the CPO CacheErr register are set. (see Figure 13.14)
19:16 EAO Holds the data physical address [35:32] that caused the last parity error or last bus error if the EO
and EC bits within the CPO CacheErr register are set. (Figure 13.15)
7:0 PAR An 8-bit field specifying the parity bits read from or written to a primary cache.
The following are the PAR field values for Index_Store_Tag_D and Index_Load_Tag_D cache oper-
ations:

— PARO Even parity for least significant byte of requested doubleword

— PARL1 Even parity for 2nd least significant byte

— PAR2 Even parity for 3rd least significant byte

— PARS3 Even parity for 4th least significant byte

— PARA4 Even parity for 4th least significant byte

— PARS Even parity for 3rd most significant byte

— PARG6 Even parity for 2nd most significant byte

— PARY7 Even parity for most significant byte of requested doubleword
The following are the PAR field values for Index_Store_Tag_| and Index_Load_Tag_| cache opera-
tions:

— PARO Even parity for least significant word of requested doubleword

— PARL1 Even parity for most significant word of requested doubleword
The following is the PAR field values for Index_Store_Tag_SD and Index_Load_Tag_SD cache
operations:

— PARO Even parity for the requested doubleword

0 Reserved. Must be written as zeroes, and returns zeroes when read.

13.2.16 Cache Error (CacheErr) Register (Set 0, Register 27)

The 32-bit read-onlacheErrregister processes parity errors in the primary cache. Parity errors cannot be corrected.

The CacheErrregister holds cache index and status bits that indicate the source and nature of the error; it is loaded when a
Cache Error exception is asserted.

31 30 29 28 27 26 25 24 23 2221 32 0
ERECEDET| O |[EE|EB| EI| E1|EO IDX 0
1111111111 19 3

Figure 13.12 CacheErr Register Format
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Figure 13.12 shows the format of tGacheErrregister and Table 13.12: describes@aeheErrregister fields.

Table 13.12:CacheErr Register Fields

Bit(s) Field Description

31 ER Type of reference
0:  instruction
1: data

30 EC Cache level of the error
0:  primary. Error is precise and IDX field is valid.
1: secondary or system interface. E1 or E2 is set to indicate a valid DErrAddr register. The IDX

field is invalid.
29 ED Indicates if a data field error occurred
0:  noerror
1: error
28 ET Indicates if a tag field error occurred
0:  noerror
1:  error
26 EE Indicates if a system interface error has occurred.
0:  no error
1:  error on first doubleword of bus transaction.

25 EB Set if a data error occurred in addition to the instruction error (indicated by the remainder of the
bits). If so, this requires flushing the data cache after fixing the instruction error.

24 El This bit is set on a secondary data cache ECC error while refilling the primary cache on a store
miss. The ECC handler must first do an Index Store Tag to invalidate the incorrect data from the pri-
mary data cache.

23 El If set, this bit indicates that the DErrAddr1 register is valid and contains the data physical address
that caused the last parity error or bus error.

22 EO If set, this bit indicates that the DErrAddrO register is valid and contains the data physical address
that caused the last parity error or bus error.

21:3 IDX Physical address [21:3] of the reference that encountered the error.
0 Reserved. Must be written as zeroes, and returns zeroes when read.

13.2.17 Error Exception Program Counter Register (Set 0, Register 30)

TheErrorEPC register is similar to thEPC register, except th&rrorEPC s used on parity error exceptions. It is also used to

store theProgram CountefPC) on Reset, Soft Reset, and nonmaskable interrupt (NMI) exceptions.

The read/writéerrorEPC register contains the virtual address at which instruction processing can resume after servicing an

error. This address can be:

e The virtual address of the instruction that caused the exception

e The virtual address of the immediately preceding branch or jump instruction, when this address is in a branch delay slc

There is no branch delay slot indication for EreorEPC register.

63 0

ErrorEPC

64

Figure 13.13 ErrorEPC Register Format
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Figure 13.13 shows the format of tBeorEPC register.
13.2.18 Data Error Address Register 0 (DErrAddrO, Set 1, Register 26)

If the EO and EC bits within the CP@acheErrregister are set, then this register holds the data physical address that caused
the last parity or last bus error. This read-only register is accessed w@R@teinstruction. Data physical address bits
[35:32] are held on thEAO field of the CPECC register.

Please refer to Section 12, “System Interface Protocol”, for more details on parity errors and bus errors.

31 0
PA[31:0]

32

Figure 13.14 DErrAddrO Register Format

13.2.19 Data Error Address Register 1 (DErrAddrl, Set 1, Register 27)

If the E1 and EC bits within the CP@acheErrregister are set, then this register holds the data physical address that caused
the last parity error or imprecise bus error. This read-only register is accessed WBCh@struction. Data physical
address bits [35:32] are held on tBAO field of the CPECC register.

Please refer to Section 12, “System Interface Protocol”, for more details on parity errors and bus errors.

31 0
PA[31:0]

32

Figure 13.15 DErrAddrl Register Format

13.3 Processor Exceptions

This section describes the processor exceptions and the cause of each exception, its processing by the hardware, and servicing
by a handler (software). The types of exceptions are described in the following subsections.

13.3.1 Exception Types

This section gives sample exception handler operations for the following exception types:

* reset

» soft reset

* nonmaskable interrupt (NMI)

» cache error

e remaining processor exceptions

When theEXL andERL bits in theStatusregister are 0, either User, Supervisor, or Kernel operating mode is specified by the
KSU bits in theStatusregister. When th&XL bit is a 1, the processor is in Kernel mode. WherEBRe bit is a 1, the proces-
sor is also in Kernel mode.

When the processor takes an exception BKe bit is set to 1, which means the system is in Kernel mode. After saving the
appropriate state, the exception handler typically chak@tsto Kernel mode and resets tBXL bit back to 0. When restor-
ing the state and restarting, the handler restores the previous valu&k&UHeld and sets theXL bit back to 1.
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When the processor takes an cache parity erroERiebit is set to 1.
Returning from an exception, also resetsBié&. bit to 0.

In the following sections, sample hardware processes for various exceptions are shown, together with the servicing required
the handler (software).

13.3.1.1 Reset Exception Process

T:Random — TLBENTRIES-1
Wired ~ 0

Config "{SC, EC, EP, TS, TC,BE} fields read from serial mode stream
ErrorEPC " PC

Status.BEV " 1, Status.SR " 0, Status.ERL " 1, Status.CO " 0
PC " OxFFFF FFFF BFCO 0000
Count «~ 0

Compare ~ 0

Context - 0

XContext — 0

Cause 0

BadVaddr — 0

TagLo ~ O

TagHi - O

ECC - 0

CacheErr < 0

IntCtl - O

IPLLo -0

IPLHi ~ 0

PerfCount — 0

PerfControl « 0

Watchl - 0

Watch2 - 0

WatchMask —~ 0O

DErrAddrO — 0

DErrAddrl — 0O

Figure 13.16 Reset Exception Processing

Figure 13.16 shows the Reset exception process.

13.3.1.2 Cache Error Exception Process

T:ErrorEPC " PC

CacheErr " {ER, EC, ED, ET, EE, EB, El, E1, EO, IDX} fields set for current error
Status.ERL " 1

if Status.BEV = 1then  /*What is the BEV bit setting*/

PC " OxFFFF FFFF BFCO0 0200 + 0x100 /*Access boot-PROM area*/

else

PC " OxFFFF FFFF A000 0000 + 0x100 /*Access main memory area*/

endif

Figure 13.17 Cache Error Exception Processing

Figure 13.17 shows the Cache Error exception process.
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13.3.1.3 Soft Reset and NMI Exception Process

T:ErrorEPC ~ PC
Status.BEV ~ 1, Status.SR 1, Status.ERL ~ 1
PC ~ OxFFFF FFFF BFCO 0000

Figure 13.18 Soft Reset and NMI Exception Processing
Figure 13.18 shows the Soft Reset and NMI exception process.

13.3.1.4 General Exception Process

T:Cause " {BD,CE, IP, ExcCode} fields set for current exception

if Status.EXL = 0 then /* not in nested exception */

EPC " PC

endif

Status.EXL "1

if (Cause.ExcCode=Interrupt && Cause.lV) then

vector = 0x200 + (IPL x SPACING)

else

vector = 0x180

if Status.BEV = 1 then /* What is the BEV bit setting */

PC " OxFFFF FFFF BFCO 0200 + vector /*access to uncached space*/
else

PC " OxFFFF FFFF 8000 0000 + vector /*access to cached space*/
endif

Figure 13.19 General Exception Processing

Figure 13.19 shows the process used for exceptions other than Reset, Soft Reset, NMI, and Cache Error.
13.3.1.5 Exception Vector Locations

The exception vector locations are dependent on the value BEWéit within theStatusregister. TheBEV bit is set when
the chip is powered up and typically the bootup prom within the system uggS‘#w vector locations. Once the prom code
starts the full operating system, typically tBEV bit will be cleared by software and the full operating system uses the
BEV=0 vector locations.

The processor can be programmed so that each interrupt priority level can have it's own dedicated exception vector. Upon
power-up, the processor is reset so that the interrupts share the common exception vector with other exceptions (R4xxx com-
patibility mode). Please refer to Section 14, “Interrupts”, to enable the prioritized, vectorized interrupt capability of the
RM7000.

Table 13.13: shows the 64-bit-mode vector address for all exceptions depending upon the stBeWbthehe 32-bit mode
address is the low-order 32 bits (for instance, the base address for NMI in 32-bit mode is 0xBFCO 0000).

196 QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054
408.565.0300 408.565.0335 www.gedinc.com




RM7000™ Family, User Manual

Exception Processing

Table 13.13:Vector Locations

Exception

BEV=0

BEV=1

Reset, Soft Reset, NMI

OxFFFF FFFF BFCO 0000

OxFFFF FFFF BFCO 0000

TLB refill, EXL=0

OxFFFF FFFF 8000 0000

OxFFFF FFFF BFCO 0200

OxFFFF FFFF BFCO 0280
OxFFFF FFFF BFCO 0300

OXFFFF FFFF BFCO 0380
OXFFFF FFFF BFCO 0400 +
(IPL x SPACING)®

OXFFFF FFFF BFCO 0380

XTLB refill, EXL=0 (X=64-bit TLB) | OxFFFF FFFF 8000 0080
Cache Error

OXFFFF FFFF AOOO 01002
OxFFFF FFFF 8000 0180
OxFFFF FFFF 8000 0200 +
(IPL x SPACING)P

Others OxFFFF FFFF 8000 0180

Interrupt, IV=0

Interrupt, IV=1

a. The Cache Error exception vector uses an uncached address to avoid using the caches in the pres-
ence of cache errors.

b. Refer to Section 14, “Interrupts”, to enable the vectorized, prioritized interrupt capability of the
RM7000.

c. Referto Section 14, “Interrupts”, to enable the vectorized, prioritized interrupt facility of the RM7000.

13.3.1.6 TLB Refill Vector Selection

In all present implementations of the MIPS Il ISA, there are two TLB refill exception vectors:

« one for references to 32-bit address space (TLB Refill)
» one for references to 64-bit address space (XTLB Refill)

The TLB refill vector selection is based on the address space of the adderssupervisopr kerne) that caused the TLB

miss, and the value of the corresponding extended addressing biStathsegister UX, SX, or KX). The current operating

mode of the processor is not important except that it plays a part in specifying in which address space an address resides.
ContextandXContextregisters are entirely separate page-table-pointer registers that point to and refill from two separate pac
tables. For all TLB exceptions (Refill, Invalid, TLBL or TLBS), tBadVPNZ fields of both registers are loaded as they were

in the R4000.

In contrast to the RM7000, the R4000 processor selects the vector based on the current operating mode of theipegcessor (
supervisoror kerne) and the value of the corresponding extended addressing bitStatsregister X, SX or KX). In

addition, theContextandXContextregisters are not implemented as entirely separate registeRsI Hizse fields are

shared. A miss to a particular address goes through either TLB Refill or XTLB Refill, depending on the source of the refer-
ence. There can be only a single page table unless the refill handlers execute address-deciphering and page table selectio
software.

Note: Refills for the 0.5 Ghyte supervisor mapped region, sseg/ksseg, are controlled by theKlustiodr
than SX. This simplifies control of the processor when supervisor mode is not being used.

Table 13.14: lists the TLB refill vector locations, based on the address that caused the TLB miss and its corresponding moc
bit.
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Table 13.14:TLB Refill Vectors

Space Address Range Regions Exception Vector

Kernel OXFFFF kseg3 Refill (KX=0) or XRefill (KX=1)
FFFF E000
0000
to
OXFFFF
FFFF FFFF
FFFF
Supervisor OXFFFF sseg, ksseg Refill (KX=0) or XRefill (KX=1)
FFFF COO00
0000
to

OXFFFF
FFFF DFFF
FFFF

Rernel OxCO00 [ KRl (1)
0000 0000
0000
to
0xC000

OFFE FFFF
FFFF
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Space Address Range Regions Exception Vector

Supervisor OX4000 xsseg, xksseg XRefill (SX=1)
0000 0000
0000

to

0x4000
OFFF FFFF
FFFF
User OXOOOO Xsuseg, xuseg, xkuseg XRefill (UX=1)
0000 8000
0000
to
0x0000
OFFF FFFF
FFFF
User OXOOOO i;jgég?ijgégs?iigéeg Refill (UX=0) or XRefill (UX=1)
0000 0000
0000
to
0x0000
0000 7FFF
FFFF

13.3.1.7 Priority of Exceptions

Table 13.15: describes exceptions in the order of highest to lowest priority. While more than one exception can occur for a ¢
gle instruction, only the exception with the highest priority is reported.
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Table 13.15:Exception Priority Order

Reset (highest priority)
Soft Reset
Nonmaskable Interrupt (NMI)

Address error — Instruction fetch

TLB refill — Instruction fetch

TLB invalid — Instruction fetch

Cache error — Instruction fetch

Bus error — Instruction fetch

Watch — Instruction Fetch

Integer overflow, Trap, System Call, Breakpoint, Reserved Instruction, Coprocessor Unus-
able, or Floating-Point Exception

Address error — Data access

TLB refill — Data access

TLB invalid — Data access
TLB modified — Data write
Cache error — Data access

Watch — Data access

Virtual Coherency — Data access

Bus error — Data access

Interrupt (lowest priority)

Generally speaking, the exceptions described in the following sections are handled (“processed”) by hardware; these excep-
tions are then serviced by software.

13.3.1.8 Reset Exception

13.3.1.8.1 Cause

The Reset exception occurs when @wdReset* signal is asserted and then deasserted. This exception is not maskable.
13.3.1.8.2 Processing

The CPU provides a special interrupt vector for this exception:

* location OxFFFF FFFF BFCO 0000

The Reset vector resides in unmapped and uncached CPU address space, so the hardware need not initialize the TLB or the
cache to process this exception. It also means the processor can fetch and execute instructions while the caches and virtual
memory are in an undefined state.

The contents of all registers in the CPU are undefined when this exception occurs, except for the following register fields:

* IntheStatusregister, theSR bit is cleared and thERL andBEYV bits are set. All other bits are undefined.
» SomeConfigregister bits are initialized from the boot-time mode stream.

« TheRandonregister is initialized to the value of its upper bound.

* TheWiredregister is initialized to 0.

13.3.1.8.3 Servicing

The Reset exception is serviced by:
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e initializing all processor registers, coprocessor registers, caches, and the memory system.
» performing diagnostic tests.
e bootstrapping the operating system.

13.3.1.9 Soft Reset Exception

13.3.1.9.1 Cause

The Soft Reset exception occurs in response to assertionRéset*input. Execution begins at the Reset vector when the
Reset*signal is negated.

The Soft Reset exception is not maskable.

13.3.1.9.2 Processing

The Reset vector is used for this exception. The Reset vector is located within uncached and unmapped address space. H
the cache and TLB need not be initialized in order to process the exception. Regardless of the cause, when this exception

occurs theSR bit of theStatusregister is set, distinguishing this exception from a Reset exception.

The primary purpose of the Soft Reset exception is to reinitialize the processor after a fatal error during normal operation.
Unlike an NMlI, all cache and bus state machines are reset by this exception.

When the Soft Reset exception occurs, all register contents are preserved with the following exceptions:

» ErrorEPC register, which contains the restart PC.
e ERL, BEV, andSR bits of theStatusRegister, each of which is set.

Because the Soft Reset can abort cache and bus operations, the cache and memory states are undefined when the Soft R
exception occurs.

13.3.1.9.3 Servicing

The Soft Reset exception is serviced by saving the current processor state for diagnostic purposes, and reinitializing for the
Reset exception.

13.3.1.10 Non Maskable Interrupt (NMI) Exception

13.3.1.10.1 Cause
The Non-Maskable Interrupt exception occurs in response to one of the following conditions:

* Alow level on theNMI* pin.
» An external request write to any address @Y¥SAD[6:4] = 0 and bits 15 & 31 set in the data word

The NMI interrupt is not maskable and occurs regardless of the settingsEofth&RL, and/E bits in theStatusRegister.
13.3.1.10.2 Processing

The Reset vector is used for this exception. The Reset vector is located within uncached and unmapped address space. H
the cache and TLB need not be initialized in order to process the exception. Regardless of the cause, when this exception
occurs theSR bit of theStatusregister is set, distinguishing this exception from a Reset exception.

Because the NMI can occur in the midst of another exception, it is typically not possible to continue program execution afte
servicing an NMI. An NMI exception is taken only at instruction boundaries. The state of the caches and memory system a

preserved.

When the NMI exception occurs, all register contents are preserved with the following exceptions:
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» ErrorEPC register, which contains the restag.
 ERL, BEV, andSR bits of theStatusRegister, each of which is set.

13.3.1.10.3 Servicing

The NMI exception is serviced by saving the current processor state for diagnostic purposes, and reinitializing for the Reset
exception.

13.3.1.11 Address Error Exception

13.3.1.11.1 Cause
The Address Error exception occurs when an attempt is made to execute one of the following:

» load or store a doubleword that is not aligned on a doubleword boundary
» load, fetch, or store a word that is not aligned on a word boundary

» load or store a halfword that is not aligned on a halfword boundary

» reference the kernel address space from User or Supervisor mode

» reference the supervisor address space from User mode

This exception is not maskable.

13.3.1.11.2 Processing

The common exception vector is used for this exception Atite. or AJES code in theCauseregister is set, indicating

whether the instruction caused the exception with an instruction reference, load operation, or store operation shown by the
EPCregister andBD bit in theCauseregister.

When this exception occurs, tBadVAddr register retains the virtual address that was not properly aligned or that referenced
protected address space. The contents oV field of theContextandEntryHi registers are undefined, as are the contents

of theEntryLoregister.

The EPCregister contains the address of the instruction that caused the exception, unless this instruction is in a branch delay
slot. If it is in a branch delay slot, tE°Cregister contains the address of the preceding branch instruction &d tieof

the Causeregister is set as indication.

13.3.1.11.3 Servicing

The process executing at the time is handed a segmentation violation signal. This error is usually fatal to the prongss incurri
the exception.

13.3.1.12 TLB Exceptions

Three types of TLB exceptions can occur:

» TLB Refill occurs when there is no TLB entry that matches an attempted reference to a mapped address space.
e TLB Invalid occurs when a virtual address reference matches a TLB entry that is marked invalid.

e TLB Modified occurs when a store operation virtual address reference to memory matches a TLB entry which is marked
valid but is not dirty (the entry is not writable).

The following three sections describe these TLB exceptions.
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13.3.1.12.1 TLB Refill Exception
13.3.1.12.1.1 Cause

The TLB refill exception occurs when there is no TLB entry to match a reference to a mapped address space. This exceptio
not maskable.

13.3.1.12.1.2 Processing

There are two special exception vectors for this exception; one for references to 32-bit address spaces, and one for referer
to 64-bit address spaces. TH&, SX, andKX bits of theStatusregister determine whether the user, supervisor or kernel
address spaces referenced are 32-bit or 64-bit spaces. All references use these vector&Whdrittiseset to 0 in th&tatus
register. This exception sets thEBL or TLBS code in theExcCode field of theCauseregister. This code indicates whether

the instruction, as shown by tB®Cregister and th&8D bit in theCauseregister, caused the miss by an instruction reference,
load operation, or store operation.

When this exception occurs, tBadVAddr Context XContexiandEntryHi registers hold the virtual address that failed address
translation. Thé&ntryHi register also contains the ASID from which the translation fault occurred®dingonregister nor-

mally contains a valid location in which to place the replacement TLB entry. The content&ofrileo registers are unde-

fined. TheEPCregister contains the address of the instruction that caused the exception, unless this instruction is in a bran
delay slot, in which case tli&PCregister contains the address of the preceding branch instruction &1d Hieof theCause
register is set.

13.3.1.12.1.3 Servicing

To service this exception, the contents of@matextor XContextregister are used as a virtual address to fetch memory loca-
tions containing the physical page frame and access control bits for a pair of TLB entries. The two entries are placed into tl
EntryLoO/EntryLolregisters; th&ntryHi andEntrylLoregisters are written into the TLB.

It is possible that the virtual address used to obtain the physical address and access control information is on apatge that is

resident in the TLB. This condition is processed by allowing a TLB refill exception in the TLB refill handler. This second
exception goes to the common exception vector becaugXihbit of theStatusregister is set.

13.3.1.12.2 TLB Invalid Exception
13.3.1.12.2.1 Cause

The TLB invalid exception occurs when a virtual address reference matches a TLB entry that is marked invalid (TLB valid b
cleared). This exception is not maskable.

13.3.1.12.2.2 Processing

The common exception vector is used for this exception.TIB# or TLBS code in theExcCode field of theCauseregis-
ter is set. This indicates whether the instruction, as shown ByR8eegister andBD bit in theCauseregister, caused the
miss by an instruction reference, load operation, or store operation.

When this exception occurs, tBadVAddr Context XContexiandEntryHi registers contain the virtual address that failed
address translation. THntryHi register also contains the ASID from which the translation fault occurredrdmdonregis-
ter normally contains a valid location in which to put the replacement TLB entry. The contentEwofrih® register is unde-
fined.

The EPCregister contains the address of the instruction that caused the exception unless this instruction is in a branch delz
slot, in which case thEPC register contains the address of the preceding branch instruction @@ tiieof theCausereg-
ister is set.

13.3.1.12.2.3 Servicing

A TLB entry is typically marked invalid when one of the following is true:
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* avirtual address does not exist
» the virtual address exists, but is not in main memory (a page fault)
e atrapis desired on any reference to the page (for example, to maintain a reference bit)

After servicing the cause of a TLB Invalid exception, the TLB entry is located with TLBP (TLB Probe), and replaced by an
entry with that entry'd/alid bit set.

13.3.1.12.3 TLB Modified Exception
13.3.1.12.3.1 Cause

The TLB modified exception occurs when a store operation virtual address reference to memory matches a TLB entry that is
marked valid but is not dirty and therefore is not writable. This exception is not maskable.

13.3.1.12.3.2 Processing

The common exception vector is used for this exception, anddiecode in theCauseregister is set.

When this exception occurs, tBadVAddr Context XContextandEntryHi registers contain the virtual address that failed

address translation. THatryHi register also contains the ASID from which the translation fault occurred. The contents of the
EntryLoregisters are undefined.

The EPCregister contains the address of the instruction that caused the exception unless that instruction is in a branch delay
slot, in which case thEPC register contains the address of the preceding branch instruction @@ tieof theCausereg-

ister is set.

13.3.1.12.3.3 Servicing

The kernel uses the failed virtual address or virtual page number to identify the corresponding access control information. The
page identified may or may not permit write accesses; if writes are not permitted, a write protection violation occurs.

If write accesses are permitted, the page frame is marked dirty/writable by the kernel in its own data structures. The TLBP
instruction places the index of the TLB entry that must be altered intodberegister. Thé&EntryLoregister is loaded with a

word containing the physical page frame and access control bits (wiEhidihset), and th&ntryHi andEntryLoregisters are
written into the TLB.

13.3.1.13 Cache Error Exception

13.3.1.13.1 Cause

The Cache Error exception occurs when a cache or bus parity error is detected. This exception is maskéaltebityrttibe
StatusRegister.

The RM7000 allows both precise and imprecise cache errors. Instruction parity errors are always precise while data parity
errors are always imprecise.

13.3.1.13.2 Processing

Precise cache errors records the error source instruction addresBrintE® C register while imprecise cache errors place an
instruction address after the source of the error ifctlr@EPC register.

The processor sets t#iRL bit in theStatusregister. Processing then transfers to a special vector in uncached space;

— If BEV =0, the vector is OXFFFF FFFF A000 0100.
— If BEV =1, the vector is OXFFFF FFFF BFCO 0300.
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13.3.1.13.3 Servicing

All errors should be logged. In general, parity errors can not be corrected. Only when the requested data has not modified
the system recover by invalidating the cache line and reloading from system mema®Pachie&rror.EC bit is first checked
to determine where to look for the error address.

If the requested data has not been modified an@#u#ieError.EC bit is clear, the system uses tBACHE instruction to
invalidate the cache block. TtigacheError.ldx field is used to construct the operand address faE&@HE instruction.
Then overwrite the old data through a cache miss, and resumes executionERBERmstruction. Other errors are not cor-
rectable and are likely to be fatal to the current process.

If the requested data has not been modified an@#u#ieError.EC bit is set, the system uses BACHE instruction to

invalidate the cache block. EithBErrAddrOregister oDErrAddrl register (as noted by th€0 andE1 bits in theCacheEr-

ror register) is used to construct the operand address fQAGEIE instruction. Then overwrite the old data through a cache
miss. Since th&rrorEPC register does not hold exception source location, the operating system must parse the instruction
stream to determine the exception source location. The virtual address of the load and store reference can then be obtaine
interpreting the instruction. The physical address of the interpreted instruction can be obtained by using the TLBP instructic
and reading th&ntryLoregisters to compute the physical page number.This exception source location address should be
placed in theéerrorEPC register. Only then can execution resume witEERET instruction. Other errors are not correctable

and are likely to be fatal to the current process.

13.3.1.14 Bus Error Exception

13.3.1.14.1 Cause

A Bus Error exception is raised by board-level circuitry for events such as bus time-out, backplane bus parity errors, and
invalid physical memory addresses or access types. This exception is not maskable.

A Bus Error exception occurs when a cache miss refill, or an uncached reference. A Bus Error exception resulting from a p
cessor write transaction must be reported using the general interrupt mechanism.

The RM7000 allows both precise and imprecise bus errors. Imprecise bus errors occur when a non-blocking load has enco
tered an error off chip. Instruction bus errors are always precise as are data bus errors that occur for blocking loads.

13.3.1.14.2 Processing

Precise bus errors records the error source instruction addres&iGhegister while imprecise bus errors place an instruc-
tion address after the source of the error irBRE register. Precise bus errors will clear @&cheError.EC bit while impre-
cise bus errors will set th@acheError.EC bit.

The common exception vector is used for a Bus Error exceptionBEher DBE code in theExcCode field of theCause
register is set, signifying whether the instruction (as indicated lyRI@register andD bit in theCauseregister) caused the
exception by an instruction reference, load operation, or store operation.

For precise bus errors, tB®Cregister contains the address of the instruction that caused the exception, unless it is in a branc
delay slot, in which case tlePCregister contains the address of the preceding branch instruction &1d Hiteof theCause
register is set.

For imprecise bus errors, either bErrAddr0 register or théErrAddrl register (as noted by the0 andE1 bits in the
CacheErrorregister) holds the physical address that caused the error.

13.3.1.14.3 Servicing

For precise errors, the physical address at which the fault occurred can be computed from information available in the CPO |
isters.

« Ifthe IBE code in th&Causeregister is set (indicating an instruction fetch reference), the instruction virtual address is con-
tained in theEPCregister (or +4 the contents of tBPCregister if theBD bit of theCauseregister is set).
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» If the DBE code is set (indicating a load or store reference), the instruction that caused the exception is located at the vir-
tual address contained in tR®Cregister (or +4 the contents of tAECregister if theBD bit of theCauseregister is set).

The virtual address of the load and store reference can then be obtained by interpreting the instruction. The physical address
can be obtained by using the TLBP instruction and readingritrgLoregisters to compute the physical page number.

For imprecise errors, either tbErrAddr0 register or th@ErrAddrl register are used to obtain the physical address of the
fault.

The process executing at the time of this exception is handed a bus error signal, which is usually fatal.

13.3.1.15 Integer Overflow Exception

13.3.1.15.1 Cause

An Integer Overflow exception occurs when&bD, ADDI, SUB, DADD, DADDI, or DSUB instruction results in a 2's
complement overflow. This exception is not maskable.

13.3.1.15.2 Processing

The common exception vector is used for this exception, an@Wede in theCauseregister is set.

The EPCregister contains the address of the instruction that caused the exception unless the instruction is in a branch delay
slot, in which case thEPC register contains the address of the preceding branch instruction @@ tieof theCausereg-

ister is set.

13.3.1.15.3 Servicing

The process executing at the time of the exception is handed a floating-point exception/integer overflow signal. This error is
usually fatal to the current process.

13.3.1.16 Trap Exception

13.3.1.16.1 Cause

The Trap exception occurs whe&E, TGEU, TLT, TLTU, TEQ, TNE, TGEI, TGEUI, TLTI, TLTUI, TEQI, or TNEI
instruction results in a TRUE condition. This exception is hot maskable.

13.3.1.16.2 Processing

The common exception vector is used for this exception, anft tade in theCauseregister is set.

The EPCregister contains the address of the instruction causing the exception unless the instruction is in a branch delay slot,
in which case th&PCregister contains the address of the preceding branch instruction @/d titof theCauseregister is

set.

13.3.1.16.3 Servicing

The process executing at the time of a Trap exception is handed a floating-point exception/integer overflow signal.ig his error
usually fatal.

13.3.1.17 System Call Exception

13.3.1.17.1 Cause

A System Call exception occurs during an attempt to execu@MBEALL instruction. This exception is not maskable.
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13.3.1.17.2 Processing
The common exception vector is used for this exception, anfitheode in theCauseregister is set.

The EPCregister contains the address of 8%SCALL instruction unless it is in a branch delay slot, in which casEm&
register contains the address of the preceding branch instruction.

If the SYSCALL instruction is in a branch delay slot, BB bit of theStatusregister is set; otherwise this bit is cleared.
13.3.1.17.3 Servicing
When this exception occurs, control is transferred to the applicable system routine.

To resume execution, tlEPC register must be altered so that 8%SCALL instruction does not re-execute; this is accom-
plished by adding a value of 4 to theCregister EPCregister + 4) before returning.

If a SYSCALL instruction is in a branch delay slot, a more complicated algorithm, beyond the scope of this description, ma
be required.

13.3.1.18 Breakpoint Exception

13.3.1.18.1 Cause

A Breakpoint exception occurs when an attempt is made to execBRE®WK instruction. This exception is not maskable.
13.3.1.18.2 Processing

The common exception vector is used for this exception, anBRh@de in theCauseregister is set.

The EPCregister contains the address of BREAK instruction unless it is in a branch delay slot, in which casER@reg-
ister contains the address of the preceding branch instruction.

If the BREAK instruction is in a branch delay slot, B8 bit of theStatusregister is set, otherwise the bit is cleared.
13.3.1.18.3 Servicing

When the Breakpoint exception occurs, control is transferred to the applicable system routine. Additional distinctions can b
made by analyzing the unused bits of BREAK instruction (bits 25:6), and loading the contents of the instruction whose
address th&PCregister contains. A value of 4 must be added to the contentsEPeegiste EPCregister + 4) to locate

the instruction if it resides in a branch delay slot.

To resume execution, tliEPC register must be altered so that BREAK instruction does not re-execute; this is accom-
plished by adding a value of 4 to theCregister EPCregister + 4) before returning.

If a BREAK instruction is in a branch delay slot, interpretation of the branch instruction is required to resume execution.
13.3.1.19 Reserved Instruction Exception

13.3.1.19.1 Cause
The Reserved Instruction exception occurs when one of the following conditions occurs:

e an attempt is made to execute an instruction with an undefined major opcode (bits 31:26).

e an attempt is made to execut8RECIAL instruction with an undefined minor opcode (bits 5:0).

e an attempt is made to executBEBGIMM instruction with an undefined minor opcode (bits 20:16).

e an attempt is made to execute MIPS lll operations in 32-bit mode when in User or Supervisor modes.
e an attempt is made to execute MIPS IV opcodes in user-modSR[Bi] = 0.
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The 64-bit operations are always valid in Kernel mode regardless of the valugof Hiein theStatusregister.
This exception is not maskable.

13.3.1.19.2 Processing

The common exception vector is used for this exception, an@/tbede in theCauseregister is set.

The EPCregister contains the address of the reserved instruction unless it is in a branch delay slot, in whicEE&segie
ister contains the address of the preceding branch instruction.

13.3.1.19.3 Servicing

No instructions in the MIPS ISA are currently interpreted. The process executing at the time of this exception is hagded an ill
gal instruction/reserved operand fault signal. This error is usually fatal.

13.3.1.20 Coprocessor Unusable Exception

13.3.1.20.1 Cause
The Coprocessor Unusable exception occurs when an attempt is made to execute a coprocessor instruction for either:

e acorresponding coprocessor unit that has not been marked usable, or
» CPO instructions, when the unit has not been marked usable and the process executes in either User or Supervisor mode.

This exception is not maskable.

13.3.1.20.2 Processing

The common exception vector is used for this exception, an@Rlecode in theCauseregister is set. The contents of the
Coprocessor Usage Error field of the coprocess@ontrol register indicate which of the four coprocessors was referenced.

The EPCregister contains the address of the unusable coprocessor instruction unless it is in a branch delay slot, in which case
the EPCregister contains the address of the preceding branch instruction.

13.3.1.20.3 Servicing

The coprocessor unit to which an attempted reference was made is identifiedCoptbeessor Usage Error  field, which
results in one of the following situations:

» Ifthe process is entitled access to the coprocessor, the coprocessor is marked usable and the corresponding user state is
restored to the coprocessor.

» If the process is entitled access to the coprocessor, but the coprocessor does not exist or has failed, interpretation of the
coprocessor instruction is possible.

« Ifthe BD bit is set in th&Causeregister, the branch instruction must be interpreted; then the coprocessor instruction can
be emulated and execution resumed withBRE register advanced past the coprocessor instruction.

» If the process is not entitled access to the coprocessor, the process executing at the time is handed an illegal instruction/
privileged instruction fault signal. This error is usually fatal.

13.3.1.21 Floating-Point Exception

13.3.1.21.1 Cause

The Floating-Point exception is used by the floating-point coprocessor. This exception is not maskable.

13.3.1.21.2 Processing

The common exception vector is used for this exception, anBREecode in theCauseregister is set.
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The contents of thEloating-Point Control/Statusegister indicate the cause of this exception.
13.3.1.21.3 Servicing
This exception is cleared by clearing the appropriate bit iFlteging-Point Control/Statugegister.

For an unimplemented instruction exception, the kernel should emulate the instruction; for other exceptions, the kernel shot
pass the exception to the user program that caused the exception.

13.3.1.22 Interrupt Exception

13.3.1.22.1 Cause

The Interrupt exception occurs when one of the thirteen interrupt conditions is asserted. The significance of thesesinterrupt:
dependent upon the specific system implementation.

Each of the thirteen interrupts can be masked by clearing the corresponding bihi\flask field of theStatusregister or
thelIntControl register, and all of the thirteen interrupts can be masked at once by cleariadithef theStatusregister.

13.3.1.22.2 Processing

The common exception vector is used for this excepti@aifse[IV]=0, and thent code in theCauseregister is set. If
Cause[lV] =1, then one of the Interrupt exception vectors is used.

Please refer to Section 14, “Interrupts”, for discussion on the RM7000 prioritized and vectorized interrupt facility.
13.3.1.22.3 Servicing

If the interrupt is caused by one of the two software-generated exce@Wisi(SWQ, the interrupt condition is cleared by
setting the correspondirgauseregister bit to 0.

If the interrupt is hardware-generated, the interrupt condition is cleared by correcting the condition causing the interrupt pi
be asserted. If the interrupt is created by an external request write, then it must be cleared by a second externaerequest wi

Due to the on-chip write buffer, a store to an external device may not occur until after other instructions in the pigleline fin
Hence, the user must ensure that the store will occur befoREFERERN FROM EXCEPTION (ERET) instruction is exe-

cuted. TheSYNC instruction can be used for this purpose. Otherwise the interrupt may be serviced again even though there
no actual interrupt pending.

13.3.1.23 Instruction Watch Exception

13.3.1.23.1 Cause

The Instruction Watch exception (IWE) occurs when an instruction fetch is attempted on the physical addresses specified k
theWatchl Watch2 andWatchMaskegisters. ThéWatchexception equates @auseregister exception code 16.

13.3.1.23.2 Processing

The common exception vector is used for this exception anfiitBeode is set in th€auseregister. Either théV1 bit or the
W2 bit in theCauseregister is set to indicate whidtatchregister caused the exception.

13.3.1.23.3 Servicing
The instruction watch exception is a debugging aid. Typically the exception handler transfers control to a debugger, allowin

the user to examine the situation. To continue, the instruction watch exception must be disabled to execute the faalting inst
tion.
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13.3.1.24 Data Watch Exception

13.3.1.24.1 Cause

The Data Watch Exception (DWE) occurs when a load or store instruction attempts to reference the load or store physical
addresses specified by thatchl Watch2 andWatchMaskegisters. The Watchexception equates @auseregister excep-
tion code 23.

In previous implementations (R4640), if a load/store operation caused a watch exception, the related processor read/write
request would never appear on the system bus. Due to the nature of the non-blocking caches, on the RM7000 it is possible for
a processor read request to appear on the system bus even though the related load/store instruction has taken a DWE exception.
Though the bus transaction might complete, neither the load destination register nor the store destination in the cache are eve
modified if a DWE exception is taken. From the software point of view, the load/store instruction never executed, but from the
bus point of view, the read request might have completed. For uncached, blocking loads, the bus request never appears on the
bus if the DWE exception is taken.

13.3.1.24.2 Processing

The common exception vector is used for this exception and the DWE code is s&@ansbeegister. Either th&V1 bit or the
W2 bit in theCauseregister is set to indicate whidtlatchregister caused the exception.

13.3.1.24.3 Servicing

The data watch exception is a debugging aid. Typically the exception handler transfers control to a debugger, allowing the user
to examine the situation. To continue, the data watch exception must be disabled to execute the faulting instruction.

13.3.1.25 Exception Handling and Servicing Flowcharts

The remainder of this section contains flowcharts for the following exceptions and guidelines for their handlers:

» general exceptions and their exception handler

e TLB/XTLB miss exception and their exception handler

» cache error exception and its handler

* reset, soft reset and NMI exceptions, and a guideline to their handler.

Generally speaking, the exceptions are handled by hardware (HW); the exceptions are then serviced by software (SW).
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Exception Processing

Exceptions other than Reset, Soft Reset, NMI, CacheError or first-level TLB miss
Note: Interrupts can be masked by IE or IMs

Comments

Set FP Control Status Register| “FP Control Status Register _
EnHi <- VPN2. ASID is only set if the respective exception

occurs.

Context <- VPN2 *EnHi, X/Context are set only for
Set Cause Register TLB- Invalid, Modified,
EXCCode, CE & Refill exceptions

*BadVA is set for TLB-REefill,
TLB-invalid, TLB-Modified, Address
Error exceptions

Yes Instr. in No
Br.Dly. Slot? —¢
Cause 31 (BD) <-1 Cause 31 (BD) <-0
EXL =1 =1 EXL
(SR1) (SR1)
- X!
Set Bad VA Set Bad VA
EPC <-- (PC - 4) EPC <-- PC
| |
Processor forced to kernel mode
EXL <-1 and interrupts disabled

=0 (normal) =1 (bootstrap)
Interrupt +

Interrupt +
Cause.lV =

Cause.lV =

PC <- OxFFFFFFFF 80000000 + 0x180| | PC <- OXFFFFFFFF BFC00200 + 0x180
(unmapped, cached) (unmapped, uncached)

PC <- 0OxFFFFFFFF 80000000 + 0x200 PC <- OxFFFFFFFF BFC00200 + 0x200
+IPL x SPACING (unmapped, cached) +IPL x SPACING (unmapped, cached)

Y |
v

To General Exception Servicing Guidelines

Figure 13.20 General Exception Handler (HW)
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Comments
MFCO - * Unmapped vector so TLBMod, TLBInv,
X/Context TLB Refill exceptions not possible
EPC
Status * EXL=1 so Interrupt exceptions disabled
Cause <
* OS/System to avoid all other exceptions
*Only CacheError, Reset, Soft Reset, NMI
Y exceptions possible.
MTCO -
(Set Status Bits:)
KSU<- 00
EXL<-0 (optional - only to enable Interrupts while keeping Kernel Mode)
IE=1
¢ * After EXL=0, all exceptions allowed.
Check CAUSE REG. & Jump to (except interrupt if masked by IE or IM
appropriate Service Code and CacheError if masked by DE)

\J

Service Code

'

EXL=1
MTCO -
EPC
STATUS
/ * ERET is not allowed in the branch delay slot of
another Jump Instruction
* Processor does not execute the instruction which is

ERET

in the ERET's branch delay slot
*PC <- EPC; EXL<-0
*LLbit<-0

Figure 13.21 General Exception Servicing Guidelines (SW)
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Exception Processing

Yes

A

EnHi <- VPN2, ASID
Context <- VPN2
Set Cause Reg.

EXCCode, CE and
Cause bit 31 (BD) <- ]

Instr. in
Br.Dly. Slot?

EnHi <- VPN2, ASID

Context <- VPN2

Set Cause Reg.
EXCCode, CE and
Cause bit 31 (BD) <- 0

Check if exception within
another exception

Set BadVA
EPC <-- (PC -4)

Set BadVA
EPC <-- PC

A
Vec. Off. = 0x080

XTLB
Instruction?

Y
Set BadVA
Vec. Off. = 0x180

A
Vec. Off. = 0x000

Points to Refill Exception

'¢‘ Points to General Exception

Processor forced to Kernel Mode &
interrupt disabled

=0 (normal)

/

(SR bit 22)

BEV =1 (bootstrap)

\i

PC <- OxFFFF FFFF 8000 0000 + Vec.Off.
(unmapped, cached)

PC <- OXFFFF FFFF BFCO 0200 + Vec.Off.
(unmapped, uncached)

-
! i 3

To TLB/XTLB Exception Servicing Guidelines

Figure 13.22 TLB/XTLB Miss Exception Handler (HW)
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Comments

* Unmapped vector so TLBMod, TLBInv,
TLB Refill or VCEP exceptions
not possible

MFCO -

* EXL=1 so Interrupt exceptions disabled
CONTEXT < . :
* OS/System to avoid all other exceptions

*Only CacheError, Reset, Soft Reset, NMI
exceptions possible.

* Load the mapping of the virtual address in Context Reg.
Move it to ENLO and Write into the TLB

) * There could be a TLB miss again during the mapping
Service Code < of the data or instruction address. The processor will

jump to the general exception vector since the EXL is 1.
(Option to complete the first level refill in the general
exception handler or ERET to the original instruction
and take the exception again)

* ERET is not allowed in the branch delay slot of
another Jump Instruction

* Processor does not execute the instruction which is
ERET < in the ERET’s branch delay slot

*PC<-EPC; EXL<-0

* LLbit <- 0

Figure 13.23 TLB/XTLB Exception Servicing Guidelines (SW)
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Exception Processing

Note: Can be masked/disabled by DE (SR16) bit = 1

Set CacheErr Reg.

Y

Y

ErrEPC <- (PC - 4) ErrEPC <- PC

Y

=0 (normal)

Cache Error Exception Handling (HW)

Y

PC <- OxFFFF FFFF A000 0000 + 100
(unmapped, uncached)

=1 (bootstrap)

Y

PC <- OxFFFF FFFF BFCO0 0200 + 100
(unmapped, uncached)

Y
A

Servicing Guidelines (SW)

ERET

Comments

* Unmapped Uncached vector so
TLB related & Cache Error Exception not possible

* ERL=1 so Interrupt exceptions disabled
Service Code * OS/System to avoid all other exceptions

*Only Reset, Soft Reset, NMI
exceptions possible.

* ERET is not allowed in the branch delay slot of
l another Jump Instruction

* Processor does not execute the instruction which is
in the ERET's branch delay slot

* PC <- ErrorEPC; ERL <- 0
* LLbit <- 0

Figure 13.24 Cache Error Exception Handling (HW) and Servicing Guidelines
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Soft Reset or NMI Exception Reset Exception
Status: Random <- TLBENTRIES - 1

BEV <-1 Wired <- 0

SR<- 1 Config <- Update(31:6)|| Undef(5:0)

ERL <-1 Status:
BEV <-1
SR<-0
ERL <-1

Y
A

ErrorEPC <- PC

Y
PC <- OxFFFF FFFF BFCO 0000

Reset, Soft Reset & NMI Exception Handling (HW)

Yes

Note: There is no indication from the
processor to differentiate between

NMI & Soft Reset; o
there must be a system level indication.

Status bit 20
(SR)

NMI Service Code

Reset, Soft Reset & NMI
Servicing Guidelines (SW)

Soft Reset Service Code Reset Service Code

(Optional) ERET

Figure 13.25 Reset, Soft Reset & NMI Exception Handling
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Section 14 Interrupts

The RM7000 provides an enhanced interrupt handling mechanism quite different from that of previous generation MIPS pre
cessors. In addition to the six standard external interrupts, the RM7000 incorporates four additional external intemupt pins f
a total of ten. Internal interrupts have also been added to support the performance counter used during debug and-test, and
ware performance profiling.

The enhanced interrupt mechanism includes programmable interrupt priorities and separate vector offsets. Each interrupt
source can be programmed with its own priority level and each priority level can have a different exception vector.

Interrupts no longer must be sorted totally by software. To streamline the interrupt handling process, the RM7000 provides
hardware interrupt support through the use of a hardware priority encoder and three new CPO registers. Two of the registelr
store the interrupt priority level for each interrupt. A third register stores interrupt mask and configuration infornmatibn. If
tiple interrupts are active at the same time, the highest priority interrupt is handled first.

In previous generation MIPS processors, most of the exceptions, including interrupts, shared the general exception vector
located at offset 0x180. The processor first had to rea@dhseregister to determine the type of exception, then read the
branch table to obtain the correct branch target address. Only after obtaining the branch target address could exception pr
cessing begin. The RM7000 uses multiple exception vectors solely for interrupts, thus eliminating having tdaaskthe
register and branch table before handling the interrupt. The hardware priority encoder on the RM7000 determines which
exception vector is used.

14.1 Interrupt Sources

The RM7000 provides ten external interrupt signiaig[9:0] . These signals are mapped to bits [11:2] ofGhaseregister
Interrupt Pending (IP) field, which has been expanded from 8 to 16 bits. In R5000-mode, all interrupts use the general
exception vector [0x180] and are not prioritized by hardware./ Wi in the CPQCauseregister enables the new vector off-
sets for the interrupts.

External interrupts are requested in one of two ways. External logic can either assert oh@§®10 pins, or issue an
external request write command to the interrupt register.

The timer interrupt is requested when the contents dthentregister match the contents of empareregister. On previ-

ous MIPS implementations, if ttenMdTimintDis2P boot mode bit (bit 11) is clear then the timer interrupt is enabled and
thelnt5* pin can not be used as an external interrupt source. On these chips, if this mode bit is set, then the timer interrup
disabled andint5* pin can be used as an external interrupt source. As an enhancement, the RM7000 allows the Timer inter
rupt to be mapped to bit [12] of theterrupt Pending field instead of sharing bit [7] with the external interrgb* . This

allows the timer interrupt to coexist with an external interrupt souréetdh. This enhancement is enabled by settingriie

bit within thelntControl register.

The Performance Counter interrupt is generated when bit [31] of that counter is set while incrementing the count of the
selected event type. The Performance Counter interrupt is mapped to bit[13]jréthept Pending field.

The RM7000 supports two software interrupts mapped to bits [1:0] &¥dbseregister/P field. Software interrupt O
(SWINTOQ is requested by settin0, while software interrupt ISWINT]) is requested by setting1.

All interrupts can be disabled by clearing bit O of 8tatusregister, which is the globébterrupt Enable bit (/E bit). Inter-
rupts are also disabled when another exception is being handled (eitEefitloe ERL bit within theStatusregister is set).
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14.2 Extended CPO Addressing

The MIPS architecture provided enough address space for 32 coprocessor 0 registers. To accommodate the enhanced interrupt
handling mechanism on the RM7000, 32 additional registers have been defined. The original 32 registers are designated as Set
0, while the second 32 registers are designated as Set 1. Of the second set of 32 registers, five are implementedsedihree are u
for interrupt priority and control, and two for imprecise parity error support. The remaining registers are reserved for future

use. The new registers are accessed usingRi@® andCTCO instructions.

14.3 Interrupt Registers

The enhanced interrupt mechanism of the RM7000 required modificationsGaulseregister, as well as the inclusion of
three new interrupt registeisterrupt Control[IC], Interrupt Pending Level LBPLLO0], andInterrupt Pending Level Hi
[IPLHi]. These registers reside in CP0_Set 1 and are accessed usdgohandCTCO instructions.

14.3.1 Cause Register

The Causeregister has been modified from the R5000 definition to accommodate the new interrupt handling mechanism. The
Interrupt Pending [IP] field has been expanded from 8 to 16 bits. Enable Priority Encoder (IV) bit has been moved

to accommodate the expandederrupt Pending (IP) field. Refer to Section 13, “Exception Processing”, for more informa-

tion on theCauseregister format and bit descriptions.

14.3.2 Status Register

The CPOStatusregister contains an eight Witterrupt Mask (IM[) field used for masking external interrupi$[5:0] and
the two software interrupts. A globterrupt Enable [IE] bit is used to enable or disable all interrupts. The four new inter-
rupts,Int*[9:6] , are masked using theterrupt Control (IC) register discussed below in section 14.3.4.

14.3.3 Info Register
The CP0Onfo register contains aAtomic Interrupt Enable [AE] bit is used to easily enable or disable all interrupts.

14.3.4 Interrupt Control Register (IntControl, Set 1, Register 20)

This read/write register is accessed v@HCO andCTCO instructions.

The newinterrupt Control(IC) register contains an eight bit interrupt mask field, a five bit spacing field for interrupt vector
spacing, and &imer Exclusive bit for remapping of the timer interrupt. All bits in th& register are cleared on power-up
and on a hard reset, which sets all interrupts to the same priority (0). Figure 14.1 shows the forrirgteofuhieControlreg-
ister.

31 16 15 8 7654 0
0 IM[15:8] |TE| 0 VS
16 8 1 2 5

Figure 14.1 Interrupt Control Register
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Table 14.1: Interrupt Control Register Fields

Field Description
IM[15:8] Interrupt Mask (Upper): The IM[15:8] field contains the interrupt mask for the Performance Counter, the
timer, and Int*[9:6]. If a mask bit is set, the corresponding interrupt source is allowed to generate an inter-
rupt. The mask bits are defined as follows:
— IM[15:14] - Reserved
— IM13 - Performance Counter Interrupt
— IM12 - alternative Timer Interrupt [if TE = 1]
— IM11 - Int*9
— IM10 - Int*8
— IM9 - Int*7
— IM8 - Int*6
TE Timer Enable: The TE bit is used to enable the Timer Interrupt to be stored on IP12. Cleared is the default.
VS Vector Spacing: This 5-bit spacing field is used to set the spacing between Interrupt vectors. Six different

spacings are supported. Refer to section 14.4 for more information on interrupt vector spacing.

14.3.5 Interrupt Priority Level Lo Register (IPLLo, Set 1, Register 18)

This read/write register is accessed v@HCO andCTCO instructions.

The 32-bitinterrupt Priority Level Loregister [PLL0) contains the priority level for interrupt sources 7:0. The register is
divided into eight 4-bit fields, allowing each interrupt to be programmed with a priority level between 0 and 15. The interrupt
priorities can be set in any order, including setting all interrupts to the same priority level. Level 0 is the highgdepeiorit

Level 15 is the lowest. All bits in tHELLo register are cleared on power-up and on a hard reset, which sets all interrupts to the
same priority (0).

31 2827 2423 2019 1615 1211 87 43 0
IPL7 IPL6 | IPL5 IPL4 IPL3 IPL2 | IPL1 | IPLO

4 4 4 4 4 4 4 4

Figure 14.2 Interrupt Priority Level Lo Register

Figure 14.2 shows the format of tH&PLo register.

Table 14.2: Interrupt Priority Level Lo Register Fields

Field Description

IPL7 Interrupt priority level for Int*5/Timer Interrupt.
IPL6 Interrupt priority level for external interrupt Int*4.
IPL5 Interrupt priority level for external interrupt Int*3.
IPL4 Interrupt priority level for external interrupt Int*2.
IPL3 Interrupt priority level for external interrupt Int*1.
IPL2 Interrupt priority level for external interrupt Int*0.
IPL1 Interrupt priority level for software interrupt 1.
IPLO Interrupt priority level for software interrupt O.

14.3.6 Interrupt Priority Level Hi Register (IPLHi, Set 1, Register 19)

This read/write register is accessed v@HCO andCTCO instructions.
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The 32-bitinterrupt Priority Level Hiregister [PLHi) contains the priority level for theerformance Countethe Timer, and

external interrupt ping1t*[9:6] . The register is divided into eight 4-bit fields, allowing each interrupt to be programmed with

a priority level between 0 and 15. Bits 31:24, which correspond to interrupts 15 and 14, are reserved and should not be used.
The interrupt priorities can be set in any order, including setting all interrupts to the same priority level. Prioréyh@ylsetbt

level and priority 15 is the lowest. All bits in tHeLHi register are cleared on power-up and on a hard reset, which sets all
interrupts to the same priority (0).

31 2827 2423 2019 1615 1211 87 4 3 0
0 0 IPL13| IPL12| IPL11 | IPL1O| IPL9 | IPL8

4 4 4 4 4 4 4 4

Figure 14.3 Interrupt Priority Level Hi Register
Figure 14.3 shows the format of th&_Hi register.

Table 14.3: Interrupt Priority Level Lo Register Fields

Field Description

IPL13 Interrupt priority level for the performance counter interrupt.

IPL12 Interrupt priority level for the timer interrupt. This priority level is used
when the TE bit in the IntControl register is set.

IPL11 Interrupt priority level for external interrupt Int*9.

IPL10 Interrupt priority level for external interrupt Int*8.

IPL9 Interrupt priority level for external interrupt Int*7.

IPL8 Interrupt priority level for external interrupt Int*6.

14.4 Interrupt Vector Spacing

The interrupt vector spacing field (VS) in thgerrupt Controlregister allows the user to choose how much memory is allo-

cated between interrupt vectors. A small amount of vector spacing can be used to accommodate memory-constrained designs,
allowing the user to set up the vectors as jumps to the actual interrupt routines. For designs where interrupt latency is impor
tant, a larger amount of vector spacing can be allocated, allowing the entire routine to be located at that vector, thereby min
mizing the number of branches or jumps.

The interrupt vector base offset is 0x200. This meandfi#t always starts at base offset 0x200 and increments based on the
value in theVS field. Table 14.4: shows the possible vector spacings fovghield.

If all interrupt sources are programmed to use priority level 0 and a spacing of 0, then the interrupt behavior is idieatical to
of the R4640/4650 and R5000 processors. This is the power-on default.
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Table 14.4: Interrupt Vector Spacing

IC[4:0] (VS Field) Agg[fvsez r'\”\clgt';ergt Field Size

0x00 0x000 0
0x01 0x020 32
0x02 0x040 64
0x04 0x080 128
0x08 0x100 256
0x10 0x200 512

All others Reserved N/A

There are sixteen possible vector offsets for each vector spacing. If all of these vectors are not used, the interngpi service
tine can be customized, allowing some interrupt service routines to be larger than others for a single space setting. For exa
ple, an interrupt service routine can overrun the minimum space allocated for a particular interrupt as long as the next
sequential space is not used by any other interrupt. If subsequent interrupt vectors are not utilized, an interrupttsesvice rou
may extend into the un-used vector address space. Figure 14.4 shows an example of multiple sizes of interrupt service roi
tines. This example assumes the following:

« A vector spacing of Ox1005PACING = 0x08).
« TheSR.BEV bit is cleared, indicating an exception vector base address of 0x80000000.

e TheCause.lV bit is set, indicating an interrupt vector offset of (0x200 + (Interrupt Priority Level x Address Increment
Size)).

(implemented) 0x80000200 SWINTO ISR
(implemented) 0x80000300 SW_INTL ISR
(implemented) 0x80000400
(not implemented) 0x80000500 INTO*_ISRC
(implemented) 0x80000600
(not implemented) 0x80000700 INT2*_ISR
(not implemented) 0x80000800
(implemented) 0x80000900 INT5* ISR
° L]
o L]
o L]

Figure 14.4 Customized Vector Spacing Example
The resulting interrupt vector address is listed along side each entry in Figure 14.4.

If the IV bit in the CPQCauseregister is set, the active interrupt priority, combined with the setting IBRAEING field, gen-
erates a vector offset that is added to the interrupt base address of 0x200 that in turn generates the interrupt vébter offset.
offset is then added to the vector base to produce the final interrupt vector addred¥. i theared, the normal exception
vector is used.

The BEV bit in the CP(Btatusregister determines the exception vector base address. If the bit is set, the exception base
address is 0XBFC00200. If the bit is cleared the address is 0x80000000. Figure 14.5 shows a diagram of how the final interr
vector address is calculated.
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BEV Exception Vector Base V'] Interrupt Vector Offset
0x80000000 | 0 0x180 |
OR + OR —_ ‘Interrupt Vector Addres#
OXBFC00200 | Ll 0x200 + (IPLL x SPACING?)

1] Interrupt Priority Level (see Table 13.5)
2] Address Increment Size derived from the SPACING field of the Interrupt Control register.

Figure 14.5 Interrupt Vector Address Calculation

Table 14.5: lists the various vector spacings and the corresponding location of the vector. This table is validGehese the

register/V bit is

set.

Table 14.5: Interrupt Vector Offsets

Interrupt Priority Spacing Field [IC[4:0]], IV bit =1
Level 0x00 0x01 0x02 0x04 0x08 0x10
0 0x200 0x200 0x200 0x200 0x200 0x200
1 0x200 0x220 0x240 0x280 0x300 0x400
2 0x200 0x240 0x280 0x300 0x400 0x600
3 0x200 0x260 0x2CO0 0x380 0x500 0x800
4 0x200 0x280 0x300 0x400 0x600 0xA00
5 0x200 0x2A0 0x340 0x480 0x700 0xCO00
6 0x200 0x2CO0 0x380 0x500 0x800 OxEOO
7 0x200 0x2EO0 0x3CO0 0x580 0x900 0x1000
8 0x200 0x300 0x400 0x600 0xA00 0x1200
9 0x200 0x320 0x440 0x680 0xB00 0x1400
10 0x200 x0340 0x480 0x700 0xC00 0x1600
11 0x200 0x360 0x4CO0 0x780 0xD00 0x1800
12 0x200 0x380 0x500 0x800 OxEOO0 0x1A00
13 0x200 0x3A0 0x540 0x880 0xF00 0x1C00
14 0x200 0x3CO0 0x580 0x900 0x1000 |Ox1EOO
15 0x200 0x3EO0 x05C0 0x980 0x1100 |0x2000
Interrupt Priority Spacing Field [IC[4:0]], IV bit =01
Level All
All 0x180
Table 14.6: Interrupt List
Source Interrupt Control Bit Fields External Request
Interrupt —
Source Mask Cause Priority
Level Name Generated By (IM) Bit Regist(_er Register Set/Clear Enable
(IP) Bit Bit(s)
Reset ColdReset*
NMI NMI* SYSAD15 |SYSAD31
Soft Reset Reset*

222 QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054

408.565.0300 408.565.0335

www.gedinc.com




RM7000™ Family, User Manual Interrupts

Source Interrupt Control Bit Fields External Request
Interrupt —
Source Mask Cause Priority
Level Name Generated By IM) Bit Register Register Set/Clear Enable
(IM) (IP) Bit Bit(s)
0 SWINTO SW Setting SR8 8 IPLL[3:0]
Cause.IPO
1 SWINT1 SW Setting SR9 9 IPLL[7:4]
Cause.lP1
2 INTO Int0* SR10 10 IPLL[11:8] |SYSADO SYSAD16
3 INT1 Int1* SR11 11 IPLL[15:12] |SYSAD1 SYSAD17
4 INT2 Int2* SR12 12 IPLL[19:16] | SYSAD2 SYSAD18
5 INT3 Int3* SR13 13 IPLL[23:20] | SYSAD3 SYSAD19
6 INT4 Int4* SR14 14 IPLL[27:24] | SYSAD4 SYSAD20
7 INT5 Int5* SR15 15 IPLL[31:28] | SYSAD5 SYSAD21
8 INT6 Int6* IC8 16 IPLH[3:0] |SYSAD6 SYSAD22
9 INT7 Int7* IC9 17 IPLH[7:4] |SYSAD7 SYSAD24
10 INT8 Int8* IC10 18 IPLH[11:8] |SYSADS8 SYSAD24
11 INT9 Int9* IC11 19 IPLH[15:12] | SYSAD9 SYSAD25
12 ALT.Timer Compare IC12 20 IPLH[19:16]
Register
13 PerCnter Performance |IC13 21 IPLH[23:20]
Counter
14 Reserved IC14 22 IPLH[27:24]
15 Reserved IC15 23 IPLH[31:28]

14.5 Debug and Test Support

The RM7000 interrupt mechanism supports the use d¢hfermance Countefor code debug and test. TRerformance
Counteris mapped téNT13. The RM7000 allows the Timer to be mappedN®@12 instead of sharingNT5 as in previous
generations. This allow®/T5 to be used solely as an external interrupt source.

To allow for maximum flexibility during debug, tiRerformance Counteasind Timer have corresponding interrupt mask bits
IM[13:12] in thelnterrupt Controlregister andnterrupt Pending bits (/P[13:12]) in theCauseregister.

Refer to Section 17, “Debug and Test”, for more information oMiiiehregisters and theerformance Countsr
14.6 Non-maskable Interrupt [NMI]

The non-maskable interrupt is caused either by an external request writing to the RM7000 or by a as$édirigpime This
pin is latched into an internal register by the rising eddgyetlock.

If an external request write is used to generate a non-maskable int®yspD15andSysAD31must be set during the data
cycle. Previous generations of MIPS processors BgedD6andSysAD22for this purpose.

14.7 Asserting Interrupts Through External Request Writes

Writes via the external request mechanism of the system interface to the CPU are directed to various internal resources, be
on an internal address map of the processor. An external request wriSysAh[6:4] = 0 during the address cycle will write

to an architecturally transparent register callednk&rruptregister. This register is available for external request writes, but
not for external request reads.
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During the external request’s write data cy8gsAD[25:16]andSysAD31selects the enables for the eleven individokr-

rupt register bits.SysAD[9:0] andSysAD15are the values to be written into these selected bits. This allows any subset of the
Interruptregister to be set or cleared with a single external request write. Figure 14.6 shows the mechanics of an external
request write to thimterrupt register.

Interrupt register

SysAD[15, 9:0]

31 ‘25‘24‘23‘22|21|20|19|18|17|16‘

SysAD[31, 25:16]

A
Blel=|~[ofa|a]e]v]n]e]

Figure 14.6 Interrupt Register Bits and Enables
Figure 14.7 shows how the RM7000 interrupt register can be read througaubeegister.

» Bits 9:0 of thdnterrupt register are bit-wise OR’ed with the current value of interruptlpifi:0]. The result is directly
readable as bits 19:10 of t@auseregister.

» Bit 10 of thelnterruptregister is bit-wise OR’ed with the latched value off\MI* signal. The resulting signal is used to
generate a nonmaskable interrupt.
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Interrupt Register Smrwggéﬁgll?t(lﬂsfp
tojss7]e]s]a]s]2]1]o]

Cause Register

see Figure 14.8

IP2 |10
IP3 |11
IP4 |12
IP5 |13

D) IP6 |14
ITi{ner t @ IP7 |15
nterrup

—3) P8 |16
) IP9 (17
) IP10|18
3 IP11|19

IC.TEL IP12 (20
Performance IP13|21
Counter
Interrupt

sClock —» o[8[ 7][6]5[a]a]2]1]0]

SANARARAN

Int9* Int7* Int5* Int3* Intl*

1) TE bit in the Interrupt Control register. Used to remap the timer interrupt.

Figure 14.7 RM7000 Interrupt Signals

Interrupt Register
ofslsl7lefs[afs]2]1]0]

Internal
egister)

(Internal)
NMI* —»l ‘FD > NMI

SClock Edge-triggered
Flip-flop

Figure 14.8 RM7000 Nonmaskable Interrupt Signal
Figure 14.8 shows the internal derivation of WidI* signal for the RM7000 processor.
TheNMI* pin is latched by the rising edge ®fsClock.Bit 10 of thelnterruptregister is then OR’ed with the inverted value

of NMI* to form the nonmaskable interrupt. Either the falling edge of the laikit pin or an external request write to any
address witlBysAD[6:4]0 and a data of 0x8000 8000 will causes the actual interrupt.
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Status Register [0]

IE
Status[15:8]
IntControl[13:8]
IMO
IM1
IM2
IM3
IM4
IM5
IM6| 14,
IM7 > g
IM8 5
IM9 > internal
IM10 / ﬁ]i_' Ingcgrrl?pt
IM11]
IM12
IM13 AND Function
IPO IM13 - Performance Interrupt
IP1 IM12 - Timer Interrupt
IP2 IM11 - Mask Int*9
IP3 IM10 - Mask Int*8
P4 IM9 - Mask Int*7
IP5 IM8 - Mask Int*6
IP6 14, IM7 - Mask Int*5
P7 IM6 - Mask Int*4
P8 IM5 - Mask Int*3
P9 IM4 - Mask Int*2
P10 IM3 - Mask Int*1
P11 IM2 - Mask Int*0
P12 IM1 - Mask Software Interrupt 1
I ANDJ/OR Function IMO - Mask Software Interrupt O

Cause Register

Figure 14.9 Masking the RM7000 Interrupt
Figure 14.9 shows the masking of the internal interrupt enable signal.

« Causeregister bits 21:8/P13-/P0) are AND-ORed witlStatusregisterinterrupt Mask bits 15:8 (M7-IM0) andinter-
rupt Controlregisterinterrupt Mask bits 13:8 (M13-IM8) to mask individual interrupts.

e  Statusregister bit O is a globahterrupt Enable (IE). It is ANDed with the output of the AND-OR logic to produce the
internal interrupt signal.
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Section 15 Floating-Point Exceptions

This section describes FPU floating-point exceptions, including FPU exception types, exception trap processing, exception
flags, saving and restoring state when handling an exception, and trap handlers for IEEE Standard 754 exceptions.

A floating-point exception occurs whenever the FPU cannot handle either the operands or the results of a floating-point ope
tion in its normal way. The FPU responds by generating an exception to initiate a software trap or by setting a status flag.

15.1 Exception Types

TheFloating-Point Control/Statusegister described in Section 6, “Floating-Point Unit”, contain&raable bit for each
exception type; exceptiaBnable bits determine whether an exception will cause the FPU to initiate a trap or set a status flag.

» Ifatrap is taken, the FPU remains in the state found at the beginning of the operation and a software exception handli
routine executes.

« If notrap is taken, an appropriate value is written into the FPU destination register and execution continues.
The FPU supports the five IEEE Standard 754 exceptions:

e Inexact (1)

e Underflow (U)

*  Overflow (O)

« Division by Zero (2)
* Invalid Operation (V)

Cause, Enables, andFlag bits (status flags) are used.

The FPU adds a sixth exception type, Unimplemented Operation (E), to use when the FPU cannot implement the standard
MIPS floating-point architecture, including cases in which the FPU cannot determine the correct exception behavior. This
exception indicates the use of a software implementation. The Unimplemented Operation exceptidinaagenor Flag

bit; whenever this exception occurs, an unimplemented exception trap is taken.

Figure 15.1 illustrates theéontrol/Statugegister bits that support exceptions.

Each of the five IEEE Standard 754 exceptions (V, Z, O, U, 1) is associated with a trap under user control, and is enabled b
setting one of the fiv&Enable bits. When an exception occurs, the correspon@iagse bit is set. If the corresponding

Enable bit is not set, thé&lag bit is also set. If the correspondifgable bit is set, the~lag bit is not set and the FPU gener-
ates an interrupt to the CPU. Subsequent exception processing allows a trap to be taken.
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Bit# 17 16 15 14 13 12
Cause
elv]zlolul 1] G
| | | | |
Bit # 11 10 9 8 7
‘ ‘ Enable
\ Z ©) U | Bits
| | | | |
Bit# 6 5 4 3 2
Flag
Z @) U | Bits
Inexact Operation
Underflow
Overflow
Division by Zero
Invalid Operation

Unimplemented Operation

Figure 15.1 Control/Status Register Exception/Flag/Trap/Enable Bits

15.2 Exception Trap Processing

When a floating-point exception trap is taken, @aiseregister indicates the floating-point coprocessor is the cause of the
exception trap. The Floating-Point Exception (FPE) code is used, agtitlse bits of the floating-poin€ontrol/Statuseg-

ister indicate the reason for the floating-point exception. These bits are, in effect, an extension of the system coprocessor
Causeregister.

15.3 Flags

A Flag bit is provided for each IEEE exception. Thigg bit is set on the assertion of its corresponding exception, with no
corresponding exception trap signaled.

The Flag bit is reset by writing a new value into tB&atusregister; flags can be saved and restored by software either individ-
ually or as a group.

When no exception trap is signaled, floating-point coprocessor takes a default action, providing a substitute value for the
exception-causing result of the floating-point operation. The particular default action taken depends upon the type of excep-
tion. Table 15.1: lists the default action taken by the FPU for each of the IEEE exceptions.
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Table 15.1: Default FPU Exception Actions

Field Description Rounding Default action
Mode
| Inexact exception Any Supply a rounded result
U Underflow exception RN Modify underflow values to 0 with the sign of the intermediate
result
RZ Modify underflow values to 0 with the sign of the intermediate
result
RP Modify positive underflows to the format’s smallest positive
finite number; modify negative underflows to -0
RM Modify negative underflows to the format’s smallest negative
finite number; modify positive underflows to 0
o Overflow exception RN Modify overflow values to 0 with the sign of the intermediate
result
Rz Modify overflow values to the format's largest finite number
with the sign of the intermediate result
RP Modify negative overflows to the format’s most negative finite
number; modify positive overflows to + 00

Table 15.2: lists the exception-causing situations and contrasts the behavior of the FPU with the requirements of the IEEE
Standard 754.

Table 15.2: FPU Exception-Causing Conditions

FPA Internal Result IEEE Standard 754 | Trap Enable Trap Disable Notes
Inexact result | I I Loss of accuracy
Exponent overflow o,1! (Of ol Normalized exponent > E, o«
Division by zero 4 z z Zero is (exponent = Epin-1,

mantissa = 0)

Overflow on convert \% \% \% Source out of integer range
Signaling NaN source \% \% \%
Invalid operation \ V V 0/0, etc.
Exponent underflow U E See Table 6.1: | Normalized exponent < Epi,
Denormalized or QNaN None See_Table 6.1: | See Table 6.1: | Denormalized is (exponent =

Emin-1 and mantissa <> 0)

Note: The IEEE Standard 754 specifies an inexact exception on overflow only if the overflow trap is disabled.

15.4 FPU Exceptions

The following sections describe the conditions that cause the FPU to generate each of its exceptions, and details the FPU
response to each exception-causing condition.

15.4.1 Inexact Exception (1)

The FPU generates the Inexact exception if one of the following occurs:

« the rounded result of an operation is not exact, or
» the rounded result of an operation overflows, or
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» the rounded result of an operation underflows and both the Underflow and |&egdtt bits are not set and tHes bit
is set.

The FPU usually examines the operands of floating-point operations before execution actually begins, to determine (based on
the exponent values of the operands) if the operatiopassiblycause an exception. If there is a possibility of an instruction
causing an exception trap, the FPU uses a coprocessor stall to execute the instruction.

It is impossible, however, for the FPU to predetermine if an instruction will produce an inexact result. If Inexact exception

traps are enabled, the FPU uses the coprocessor stall mechanism to exéeatieglpoint operations that require more than

one cycle. Since this mode of execution can impact performance, Inexact exception traps should be enabled only when neces-
sary.

Trap Enabled Results:If Inexact exception traps are enabled, the result register is not modified and the source registers are
preserved.

Trap Disabled Results:The rounded or overflowed result is delivered to the destination register if no other software trap
occurs.

15.4.2 Invalid Operation Exception (V)

The Invalid Operation exception is signaled if one or both of the operands are invalid for an implemented operation. When the
exception occurs without a trap, the MIPS ISA defines the result as a quiet Not a Number (NaN). The invalid operations are:

e Addition or subtraction: magnitude subtraction of infinities, such age ()+ (—c ) or (- ) —(—x)
*  Multiplication: 0 timeseo, with any signs

» Division: 0/0, oreo/oo, with any signs

e Comparison of predicates involvirgor > without ?, when the operands are unordered

e Comparison or a Convert From Floating-point Operation on a signaling NaN.

» Any arithmetic operation on a signaling NaN. A move (MOV) operation is not considered to be an arithmetic operation,
but absolute value (ABS) and negate (NEG) are considered to be arithmetic operations and cause this exception if the
operand is a signaling NaN.

«  Square rootyx, where x is less than zero

Software can simulate the Invalid Operation exception for other operations that are invalid for the given source operands.
Examples of these operations include IEEE Standard 754-specified functions implemented in software, such as Remainder:
REMYy, wherey is 0 orx is infinite; conversion of a floating-point number to a decimal format whose value causes an overflow,
is infinity, or is NaN; and transcendental functions, such as In (-5) or cos—1(3).

Trap Enabled Results:The original operand values are undisturbed.

Trap Disabled Results:A quiet NaN is delivered to the destination register if no other software trap occurs.

15.4.3 Division-by-Zero Exception (2)

The Division-by-Zero exception is signaled on an implemented divide operation if the divisor is zero and the dividend is a
finite nonzero number. Software can simulate this exception for other operations that produce a signed infinity, such as In(0),

sec(v2), csc(0), or O-
Trap Enabled Results:The result register is not modified, and the source registers are preserved.
Trap Disabled Results:The result, when no trap occurs, is a correctly signed infinity.

15.4.4 Overflow Exception (O)

The Overflow exception is signaled when the magnitude of the rounded floating-point result, with an unbounded exponent
range, is larger than the largest finite number of the destination format. (This exception also sets the Inexact exception and
Flag bits.)
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Trap Enabled Results:The result register is not modified, and the source registers are preserved.

Trap Disabled Results:The result, when no trap occurs, is determined by the rounding mode and the sign of the intermediat
result.

15.4.5 Underflow Exception (U)
Two related events contribute to the Underflow exception:

e creation of a tiny nonzero result betwedt ™" which can cause some later exception because it is so tiny
» extraordinary loss of accuracy during the approximation of such tiny numbers by denormalized numbers.

IEEE Standard 754 allows a variety of ways to detect these events, but requires they be detected the same way for all opel
tions.

Tininess can be detected by one of the following methods:

« after rounding (when a nonzero result, computed as though the exponent range were unbounded, would lie strictly
betweent2EMin)

» before rounding (when a nonzero result, computed as though the exponent range and the precision were unbounded,
would lie strictly between2EMn).

The MIPS architecture requires that tininess be detected after rounding.
Loss of accuracy can be detected by one of the following methods:

e denormalization loss (when the delivered result differs from what would have been computed if the exponent range wel
unbounded)

* inexact result (when the delivered result differs from what would have been computed if the exponent range and precisi
were both unbounded).

The MIPS architecture requires that loss of accuracy be detected as an inexact result.

Trap Enabled Results:If Underflow or Inexact traps are enabled, or if #&bit is not set, then an Unimplemented exception
(E) is generated, and the result register is not modified.

Trap Disabled Results:If Underflow and Inexact traps are not enabled and=#it is set, the result is determined by the
rounding mode and the sign of the intermediate result (as listed in Table 15.1:).

15.4.6 Unimplemented Instruction Exception (E)

Any attempt to execute an instruction with an operation code or format code that has been reserved for future definition set
the Unimplemented bit in the Cause field in the FPUControl/Statugegister and traps. The operand and destination regis-
ters remain undisturbed and the instruction is emulated in software. Any of the IEEE Standard 754 exceptions can arise fro
the emulated operation, and these exceptions in turn are simulated.

The Unimplemented Instruction exception can also be signaled when unusual operands or result conditions are detected tl
the implemented hardware cannot handle properly. These include:

« Denormalized operand, except for Compare instruction and whe¥6tbé is set.

» Denormalized result or Underflow, when either Underflow or Inekaetblebits are set or thES bit is not set.
* Reserved opcodes

e Unimplemented formats

»  Operations which are invalid for their format (for instance, CVT.S.S)
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Note: Denormalized and NaN operands are only trapped if the instruction is a convert or computational oper-
ation. Moves do not trap if their operands are either denormalized or NaNs.

On the RM7000 additional causes of the unimplemented exception include:

e If the multiply portion of theMADD, MSUB, NMADD, or NMSUB instruction would produce an overflow, underflow or
denormal output, regardless of the valué&6R31.FS.

«  TheCVT.L.FMT instruction with an output that would be greater thfl2or less than 2
« Attempting to execute a MIPS IV floating-point instruction if the MIPS IV instruction set has not been enabled

The use of this exception for such conditions is optional; most of these conditions are newly developed and are not expected to
be widely used in early implementations. Loopholes are provided in the architecture so that these conditions can be imple-
mented with assistance provided by software, maintaining full compatibility with the IEEE Standard 754. It is up to the user to
supply this software. Most compilers simply leave the three floating point exceptions disabled and have it default to whatever
value is generated in the hardware.

Trap Enabled Results:The original operand values are undisturbed.

Trap Disabled Results:This trap cannot be disabled.
15.5 Saving and Restoring State

Sixteen or thirty-two doubleword coprocessor load or store operations save or restore the coprocessor floating-point register
state in memory. The remainder of control and status information can be saved or restored through Move To/From Coprocessor
Control Register instructions, and saving and restoring the processor registers. NormatpttbkéStatugegister is saved

first and restored last.

When the coprocess@ontrol/Statugegister FCR3]) is read, and the coprocessor is executing one or more floating-point
instructions, the instruction(s) in progress are either completed or reported as exceptions. The architecture requires that no
more than one of these pending instructions can cause an exception. If the pending instruction cannot be completed, this
instruction is placed in thExceptionregister, if present. Information indicating the type of exception is placed @othteol/
Statusregister. When state is restored, state information in the status word indicates that exceptions are pending.

Writing a zero value to th€ausefield of Control/Statugegister clears all pending exceptions, permitting normal processing
to restart after the floating-point register state is restored.

The Cause field of theControl/Statugegister holds the results of only one instruction; the FPU examines source operands
before an operation is initiated to determine if this instruction can possibly cause an exception. If an exception ishgossible,
FPU executes the instruction in stall mode to ensure that no more than one instruction (that might cause an exception) is exe-
cuted at a time.

15.6 Trap Handlers for IEEE Standard 754 Exceptions

The IEEE Standard 754 strongly recommends that users be allowed to specify a trap handler for any of the five standard excep-
tions that can compute; the trap handler can either compute or specify a substitute result to be placed in the desttration regi
of the operation.

By retrieving an instruction using the procesEaception Program Counter (ER@egister, the trap handler determines:

e exceptions occurring during the operation
» the operation being performed
* the destination format

On Overflow or Underflow exceptions (except for conversions), and on Inexact exceptions, the trap handler gains access to the
correctly rounded result by examining source registers and simulating the operation in software.
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On Overflow or Underflow exceptions encountered on floating-point conversions, and on Invalid Operation and Divide-by- |
Zero exceptions, the trap handler gains access to the operand values by examining the source registers of the instruction.

The IEEE Standard 754 recommends that, if enabled, the overflow and underflow traps take precedence over a separate ine
trap. This prioritization is accomplished in software; hardware sets both bits.
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Section 16 Processor Synchronization

In a multiprocessor system, it is essential that two or more processors working on a common task execute without corruptil
each other’s subtasks. Synchronization, an operation that guarantees an orderly access to shared memory, must be imple-
mented for a properly functioning multiprocessor system. Two of the more widely used methods are discusestdrate:

set andcounter Even though the RM7000 does not support symmetric multi-processing (SMP), these are useful for multi-
master and heterogeneous multi-processing.

Synchronization is also essential when multiple threads/tasks are sharing variables.
16.1 Test-and-Set

Test-and-set uses a variable calledgbmaphorewhich protects data from being simultaneously modified by more than one
processor. In other words, a processor can lock out other processors from accessing shared data when the processor is in
ical section a part of program in which no more than a fixed number of processors is allowed to execute. In the case of test
and-set, only one processor can enter the critical section.

Figure 16.1 illustrates a test-and-set synchronization procedure that uses a semaphore. When the semaphore is set to O tf
shared data is unlocked. When the semaphore is set to 1 the shared data is locked.

The processor begins by loading the semaphore and checking to see if it is unlocked (set to 0) in steps 1 and 2. If the sem:
phore is not 0, the processor loops back to step 1. If the semaphore is O, indicating the shared data is not lockedpthe proce
next tries to lock out any other access to the shared data (step 3). If not successful, the processor loops back to step 1, an
reloads the semaphore.

If the processor is successful at setting the semaphore (step 4), it executes the critical section of code (step 5¢e@skgains a
to the shared data, completes its task, unlocks the semaphore (step 6), and continues processing.
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P

1. Load semaphore

2. Unlocked?
(=0)

3. Try locking semaphore

No

Yes

5. Execute critical section
(Access shared data)

v

6. Unlock semaphore

v

Continue processing

Figure 16.1 Synchronization with Test-and-Set

16.2 Counter

Another common synchronization technique usesumter A counteris a designated memory location that can be incre-
mented or decremented.

In the test-and-set method, only one processor at a time is permitted to enter the critical section. Using a colstan-up to
cessors are allowed to concurrently execute the critical section. All processors afttbrghecessor must wait until one of
theN processors exits the critical section and a space becomes available.

The counter works by not allowing more than one processor to modify it at any given time. Conceptually, the counter can be
viewed as a variable that counts the number of limited resources (for example, the number of processes, or software licenses,

etc.).

Figure 16.2 illustrates the counter synchronization procedure.
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R '

Execute critical
section

No ‘ i
Load Counter

Yes +

Load Counter

Try Decrementing Try incrementing
Counter Counter
Yes Yes

Continue processing

Figure 16.2 Synchronization Using a Counter
16.3 Load Linked and Store Conditional

The RM7000 Load Linked.{.) and Store ConditionaBC) instructions provide additional support for processor synchroni-
zation. These two instructions work very much like their simpler counterparts, load and stdre.im$ieuction, in addition

to doing a simple load, has the side effect of setting a bit calldithkHat. This link bit forms a breakable link between the
instruction and the subsequé&t instruction. ThesC performs a simple store if the link bit is set when the store executes. If
the link bit is not set, the store fails to execute. The success or failure of the SC is indicated in the target registereof th
The link is broken upon completion of B&RET (return from exception) instruction.

The most important features lof andSC are:

« Provide a mechanism for generating all of the common synchronization primitives including test-and-set, counters,
sequencers, etc., with no additional overhead.

« During anLL or SC operation, bus traffic is generated only if the state of the cache line changes, Locked words stay in th
cache until some other processor takes ownership of that cache line.
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Load Semaphore Loop: LL r2, (r1)
ORI r3,12,1
BEQ r3, r2, Loop
NOP
Try locking SC r3, (rl)
Semaphore
No BEQ r3, 0, Loop
NOP
Yes
Execute critical section
(access shared data)
Unlock semaphore SW r2, (rl)

Figure 16.3 Test-and-Set using LL and SC

Figure 16.3 shows how to implement test-and-set udingndSC instructions.
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Processor Synchronization

)

'

Loop Counter

Yes

Try decrementing
Counter

Yes

Execute critical
section

vy

Load counter

v

Try incrementing
Counter

Yes

Continue processing

Loopl: LL r2, (rl)

BLEZ r2, Loopl
NOP

SUB r3, r2,1
SC r3, (rl)

BEQ r3, 0, Loopl
NOP

Loop2: LL r2, (rl)

ADD 13,r2,1
SC r3, (rl)

BEQ r3, 0, Loop2
NOP

Figure 16.4 Counter Using LL and SC

Figure 16.4 shows synchronization using a counter implemented. i#mdSC instructions.
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Section 17 Debug and Test

The RM7000 incorporates five new CPO registers used during device debug and test. Two 64-bit ‘Watch’ Yegistelisnd
Watch2)can be used to watch for a specific load, store, or instruction address. WétatiMaskegister is used to mask
either or both of th&Vatchregisters.

In addition to the thre@/atchregisters, the RM7000 contains performance couRtfCoun) and performance counter con-
trol (PerfContro) registers to aid in tracing performance bottlenecks.PEmCountregister can be preloaded with a certain
value and causes an interrupt when bit 31 of the register is seReffl@®ntrolregister selects one of 24 event types that can
be monitored in either kernel mode or user mode.

17.1 Watch Exceptions

The RM7000 uses three CPO registers to implement watch exceptions. A watch exception occurs when a memory access |
attempted on an address that is being monitored. If the address being accessed equals the address being monitored by eith
Watchlor Watch2registers, the RM7000 generates a Watch exception. All address comparisons are done on physical
addresses.

EachWatchregister can be enabled separately and can be programmed to watch for a load address, a store address, an in:
tion address. For each of these modes, eilfatchregister can be programmed to generate an address match on a range of
addresses instead of a specific address. If eitlagchregister is enabled to monitor a load or store address and a match
occurs, a watch exception is generated uSiagseregister exception code 23 as defined for the MIPS R4000 processor. If
eitherWatchregister is enabled to monitor an instruction address and a match occliiattireexception is taken using
Causeregister exception code 16. This exception is lower priority than instruction stream bus errors, but higher priority than
any data exceptions.

In previous implementations (R4640), if a load/store operation caused a watch exception, the related processor read/write
request would never appear on the system bus. Due to the nature of the non-blocking caches, on the RM7000 it is possible
the processor read request to appear on the system bus eventhough the related load/store instruction has taken a DWE ex
tion. Though the bus transaction might complete, neither the load destination register nor the store destination inréae cache
ever modified if a DWE exception is taken. From the software point of view, the load/store instruction never executed, but
from the bus point of view, the read request might have completed. For uncached, blocking loads, the bus request never app
when a DWE exception is taken.

Two new bits have been added to the CROseregister to indicate whicatchregister caused the exception. If iWatchl
register causes an excepti@guseregister bit 25 is set. If th&/atch2register causes an excepti@auseregister bit 26 is set.

A third registerWatchMaskcan be used to mask some of the physical address bits, allowing either or boiWaittiregis-
ters to compare against a range of addresses as opposed to a specific address. The granularity of the address range is limi
the power of 2 bits.
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Watchl
63 62 61 60 36 35 210
ST|LD|IN 0 PA[35:2] 0
1 1 1 25 34 2
Watch2
63 62 61 60 36 35 210
ST|LD|IN 0 PA[35:2] 0
11 1 25 34 2

Figure 17.1 Watch Registers
Figure 17.1 shows the format of tiMatchlandWatch2registers.

Table 17.1: Watch Register Fields

Field Description

ST Setting the ST bit enables watch exceptions on a store address match. Clearing the bit disables store
address watch exceptions.

LD Setting the LD bit enables watch exceptions on a load address match. Clearing the bit disables load
address watch exceptions.

IN Setting the IN bit enables watch exceptions on an instruction address match. Clearing the bit disables
instruction address watch exceptions.

PA[35:2] This 34-bit field contains physical address bits [35:2].

31 2 1 0
MASK W2 w1
30 1 1

Figure 17.2 WATCHMASK Register

Figure 17.2 shows the format of thié&atchMaskegister. Bits 31:2 of thé/atchMaskegister are used to mask physical address
bits 31:2 of the physical address. Physical address bits 35:32\0¢btbregisters cannot be masked.

Table 17.2: WATCHMASK Register Fields

Field Description

MASK This 30-bit MASK field corresponds to PA[31:2] in the WATCH registers. If any of the MASK bits are set,
the corresponding PA[31:2] bits of the address are ignored. PA[35:32] of the Watch registers cannot be
masked.

W2 Setting this bit applies the watch mask on the WATCH_ 2 register.
w1 Setting this bit applies the watch mask on the WATCH_1 register.
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17.2 Performance Counters

The RM7000 contains two new CPO registers to aid in code profiling and determining performance bottlenecks, thereby
improving the level of control during debug and testing of the device. When the RM7000 generates a performance counter
interrupt, the return address can be saved to build different kinds of execution profiles. The number of performance countel
interrupts can be used to calculate the hit rates and cycle counts for the different events. Performance counter interrupts cz
only occur when thék bit in the CP(Btatusregister is set, and thH#1(13) bit of the CPQnterrupt Control(IC) register is set.

The performance counter function is implemented using two regRaeiSountandPerfControl. ThePerfCountregister is a

32-bit writable counter that causes an interrupt when bit 31 is set by the counter. This interrupt is reportée] 1) thiein

the Causeregister. ThdPerfControlregister is a 32-bit register containing a 5-bit field that selects one of 24 event types. Two
other bits allow for performance counting in either kernel mode and/or user mode. Note that only one event can be countec
a time. Once the interrupt handler software has serviced the performance counter interrupt, the handler should clear bit 31
thePerfCountregister before re-enabling interrupts to eliminate the same interrupt from occurring immediately after counting
starts.

The PerfCountregister is located at CP0 Set 0 register 25.FAdréControlregister is located at CPO Set 0 register 22.

31 0

32-bit Writable Counter

32

Figure 17.3 PerfCount Register

Figure 17.3 shows the format of tRerfCountregister.

31 1110 9 87 54 0
0 CE|UM|KM| O CSF
21 11 1 3 5

Figure 17.4 PerfControl Register

Figure 17.4 shows the format of tRerfControlregister.
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Table 17.3: PerfControl Register Fields

Field Description

CE Count Enable: Setting the CE bit enables incrementing of the PerfCount register. Clearing the bit dis-
ables the counter.

UM User Mode: Setting this bit enables counting in User mode. Clearing the bit disables counting in User
mode.

KM Kernel Mode: Setting this bit enables counting in Kernel mode. Clearing the bit disables counting in Ker-
nel mode.

CSF Counter Source Field: Selects what type of event to count.

00: Clock cycles

01: Total instructions issued

02: Floating-point instructions issued

03: Integer instructions issued

04: Load instructions issued

05: Store instructions issued

06: Dual issued pairs

07: Branch prefetches

08: External Cache Misses

09: Stall cycles

OA: Secondary cache misses

0B: Instruction cache misses

0C: Data cache misses

OD: Data TLB misses

OE: Instruction TLB misses

OF: Joint TLB instruction misses

10: Joint TLB data misses

11: Branches taken

12: Branches issued

13: Secondary cache writebacks

14: Primary cache writebacks

15: Dcache miss stall cycles (cycles where both cache miss tokens taken and a third try is
requested)

16: Cache misses

17: FP possible exception cycles

18: Slip Cycles due to multiplier busy

19: Coprocessor 0 slip cycles

1A: Slip cycles doe to pending non-blocking loads

1B: Write buffer full stall cycles

1C: Cache instruction stall cycles

1D: Multiplier stall cycles

1E: Stall cycles due to pending non-blocking loads - stall start of exception

Note 1:  Slip cycles are only counted when the machine is in the run state. (Sicne stalls cause slips, the slip cycle
count will only reflect non-stalled slip causes.)
Note 2:  Slip count = (total cycle count) - (dual-issued instruction pair counts)

Note 3:  FP and Integer Pipe resource slip cycles are equal to the difference between “Total Slip Cycles” and the
sum of the reported slip cycles (including slips due to stall).

17.3 Debugging with on-chip caches

The presence of caches makes debugging more difficult as the number of external bus transactions are greatly reduced. One
possible solution is to make specific pages uncached during debug. Pages within mapped address segments can be pro-
grammed to use the uncached coherency by modifying their ENLOO/ENLO1 C field to use coherency code 2. Addresses
within kernel space (kseg0) can be programmed to use the uncache coherency by moOiiiG[2:0].
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17.4 Debugging aids on the System Interface

During address cycles of processor requests, the processor outputs some information that might be useful during debuggir

« TheRdType pin denotes whether a processor read request was either for an instruction fetch or for a data fetch.

« In addition to the physical address bits appearin§y®AD[35:0] the processor also places virtual address bits[13:12] on
SysAD[57:56] These hits might help in determining the virtual address of the processor request.

QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054 245
408.565.0300 408.565.0335 www.gedinc.com




Debug and Test RM7000™ Family, User Manual

246 QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054
408.565.0300 408.565.0335 www.gedinc.com




RM7000™ Family, User Manual Instruction Set Summary

Section 18 Instruction Set Summary

Some of the RM7000 processor instructions are implementation-specific and are therefore not part of the MIPS IV instructic
set. These are coprocessor instructions that perform operation in their respective coprocessors. Coprocessor loads and stc
are |-type. Coprocessor computational instructions have coprocessor-dependent formats.

18.1 I-Type Instructions

All RM70000 implementation-specific instructions are classified as Immediate (I-type). Figure 18.1 shows the I-type instruc
tion format.

I-Type (Immediate)

31 26 25 2120 16 15 0
[ op [ rs [ it | immediate
op 6-bit operation code
rs 5-bit source register specifier
rt 5-bit target (source/destination) register or branch
condition
immediate 16-bit immediate value, branch displacement or

address displacement

Figure 18.1 CPU Instruction Formats
18.2 Implementation Specific CPO Instructions

The RM7000 processor incorporates the implementation-specific coprocessor 0 (CPO0) instructions shown in Table 18.1:. C
instructions are those that are not architecturally visible (not used by user-mode programs) and are used by the kernel.
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Table 18.1: RM7000 Implementation Specific Instructions

CPO Instruction

Definition

CACHE

Cache Management

CFCO

Move Control from CPO

CTCO

Move Control to CPO

DMFCO

Doubleword Move from CPO

DMTCO

Doubleword Move to CPO

ERET

Return from Exception

MFCO

Move from CPO

MTCO

Move to CPO

TLBP

Probe for TLB Entry

TLBR

Read Indexed TLB Entry

TLBWI

Write Indexed TLB Entry

TLBWR

Write Random TLB Entry

WAIT

Enter Standby Mode

18.2.1 CFCO (Move Control From CPO)

31 26 25 21 20 16 15 11 10 0
COPO CF rt rd 0

010000 00010 00000000000
6 5 5 5 11

18.2.1.1 Format:
CFCO rt, rd

18.2.1.2 Description:

The contents of CPO set 1 regigitiare loaded into general register

18.2.1.3 Operation:

18.2.1.4 Exceptions:

Coprocessor unusable exception.

3264 T
T+1:

data — CCRJ[O,rd]
GPR[rt] — data
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18.2.2 CTCO (Move Control to Coprocessor)

31 26 25 21 20 16 15 11 10 0
COPO CT rt rd 0

010000| 00110 00000000000
6 5 5 5 11

18.2.2.1 Format:
CTCO rt, rd

18.2.2.2 Description:
The contents of general purpose regist@re loaded into CPO set 1 regigtér

18.2.2.3 Operation:

3264 T data — GPRJr]
T+1: CCR|O,rd] ~ data

18.2.2.4 Exceptions:

— Coprocessor unusable exception.

18.2.3 DMFCO (Doubleword Move From CPO)

31 26 25 21 20 16 15 1110 0
COPO DMF rt rd 0

010000 | 00001 00000000000
6 5 5 5 11

18.2.3.1 Format:
DMFCO rt, rd

18.2.3.2 Description:

The contents of CPO set 0 regigtéare loaded into general register

This operation is defined in kernel mode regardless of the setting Stahes. KX bit. Execution of this instruction in super-
visor mode withStatus.SX = 0 or in user mode with/X = 0, causes a reserved instruction exception.

All 64-bits of the general register destination are written from the coprocessor register source. The op&xsite®i0Oodn a
32-bit coprocessor 0 register is undefined.
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18.2.3.3 Operation:

T: data — CPR[0,rd]

T+1: GPR[rt] — data

18.2.3.4 Exceptions:

— Coprocessor unusable exception.
— Reserved instruction exception for supervisor mode with St&Xis=(0) or user mode with StatugX = 0).

18.2.4 DMTCO (Doubleword Move To CPO0)

31 26 25 21 20 16 15 11 10 0
COPO DMT rt rd 0

010000| 00101 00000000000
6 5 5 5 11

18.2.4.1 Format:
DMTCO rt, rd

18.2.4.2 Description:

The contents of general registeare loaded into CPO set 0 regigter

This operation is defined in kernel mode regardless of the setting Sfahes. KX bit. Execution of this instruction in super-
visor mode withStatus.SX = 0 or in user mode withX = 0, causes a reserved instruction exception.

All 64-bits of the coprocessor O register are written from the general register source. The opedfldiCofon a 32-bit
coprocessor 0 register is undefined.

Because the state of the virtual address translation system may be altered by this instruction, the operation of |l@axs jnstructi
store instructions, and TLB operations immediately prior to and after this instruction are undefined.

18.2.4.3 Operation:

T: data — GPR]rt]

T+1: CPRI[O,rd] ~ data

18.2.4.4 Exceptions:

Coprocessor unusable exception.

Reserved instruction exception for supervisor mode $ittius.SX = 0 or user mode witStatus.UX = 0.
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18.2.5 ERET (Exception Return)

31 26 25 24 6 5 0

COPO CO 0 ERET|

010000 1/ 0000000000000000000 011000
6 1 19 6

18.2.5.1 Format:
ERET

18.2.5.2 Description:

ERET is the instruction used for returning from an interrupt, exception, or error trap. Unlike a branch or jump instruction,
ERET does not execute the next instruction.

An ERET instruction must not be placed in a branch delay slot.

If the processor is servicing an error tr&&(= 1), then load th®C from theErrorEPC and clear th&RL bit of theStatus
register SR). Otherwise $R =0), load theé®C from theEPC, and clear th&XL bit of theStatusregister ER).

An ERET executed betweenld andSC also causes theC to fail.

18.2.5.3 Operation:

T: if SR,=1then
PC ~ ErrorEPC
SR « SR31. 31l 0] SRy o

else
PC « EPC
SR « SR3;. 2 |I01ISRg
endif
LLbit —« O
18.2.5.4 Exceptions:
Coprocessor unusable exception.
18.2.6 MFCO (Move From CPO)
31 26 25 21 20 16 15 1110 0
COPO MF rt rd 0
010000 0000O 00000000000
6 5 5 5 11
18.2.6.1 Format:
MFCO rt, rd
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18.2.6.2 Description:

The contents of CPO set 0 regigtéare loaded into general register

18.2.6.3 Operation:

32 T data -« CPR[O,rd]
T+1: GPRJr] ~ data
64 T: data —« CPR[O,rd]
T+1: GPR[r]  (datag;)® || datag;.q

18.2.6.4 Exceptions:

— Coprocessor unusable exception.

18.2.7 MTCO (Move To CPO)

31 26 25 21 20 16 15 1110 0
COPO MT rt rd 0

010000| 00100 00000000000
6 5 5 5 11

18.2.7.1 Format:
MTCO rt, rd
18.2.7.2 Description:

The contents of general registeare loaded into CPO set 0 regigter

Because the state of the virtual address translation system may be altered by this instruction, the operation of l@ajnstructi
store instructions, and TLB operations immediately prior to and after this instruction are undefined.

18.2.7.3 Operation:

32,64 T data — GPR]rt]
T+1: CPR[O,rd] ~ data

18.2.7.4 Exceptions:

Coprocessor unusable exception.
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18.2.8 TLBP (TLB Probe)

31 26 25 24 6 5 0

COPO Co 0 TLBP

010000 1/0000000000000000000| 001000
6 1 19 6

18.2.8.1 Format:
TLBP
18.2.8.2 Description:

The Indexregister is loaded with the address of the TLB entry whose contents match the conterEnyHiaegister. If no
TLB entry matches, the high-order bit of tinelexregister is set.

The architecture does not specify the operation of memory references associated with the instruction immediately after a
TLBP instruction, nor is the operation specified if more than one TLB entry matches.

18.2.8.3 Operation:

T: Index — 1] 0%

Foriin 0..TLBEntries - 1
if (TLB[il167.141 and not (0™ || TLBIi]16. 205))
= (EntryHizg 13 and not (0" || TLBJil16 205)) and
(TLB(il140 or (TLBIi]135.128 = EntryHiz_o)) then

Index — 028 |5 ¢

endif

endfor

18.2.8.4 Exceptions:

— Coprocessor unusable exception.

18.2.9 TLBR (Read Indexed TLB Entry)

31 26 25 24 6 5 0

COPO CO 0 TLBR

010000 110000000000000000000| O0O0OO0OY
6 1 19 6

18.2.9.1 Format:

TLBR
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18.2.9.2 Description:

The EntryHi andEntryLoregisters are loaded with the contents of the TLB entry pointed at by the contents of tmelét.B
register. The operation is invalid (and the results are unspecified) if the contents of thel@kigister are greater than the
number of TLB entries in the processor.

The G bit (which controls ASID matching) read from the TLB is written into both ofhigyLoOandEntryLolregisters.

18.2.9.3 Operation:

T: PageMaSk - TLB[IndeX5__0]255__192
EntryHi  — TLB[Indexs_gl191.12¢ @nd not TLB[Indexs_gl2ss. 192
EntryLOl - TLB[lndeX5'_0]127_'65 |I TLB[IndeX5,_O]140
EntryLoO ~ TLB[Indexs glgs.1 || TLB[Indexs gl140

18.2.9.4 Exceptions:

Coprocessor unusable exception.

18.2.10 TLBWI (Write Indexed TLB Entry)

31 26 25 24 6 5 0

COPO Cco 0 TLBWI

010000 1/0000000000000000000| 0O0OO0OO10
6 1 19 6

18.2.10.1 Format:
TLBWI
18.2.10.2 Description:

The TLB entry pointed to by the contents of the TihBexregister is loaded with the contents of BvdryHi andEntryLoreg-
isters.

The G bit of the selected TLB entry is written with the logical AND of tAéits in theEntryLoOandEntryLolregisters.

The operation is invalid (and the results are unspecified) if the contents of the TLB Index register are greater thanrthe numbe
of TLB entries in the processor.

18.2.10.3 Operation:

T: TLB[Indexs o] «
EntryHi[39:25] || (EntryHi[24:13] and not PageMask) || EntryLol || EntryLoO

18.2.10.4 Exceptions:

— Coprocessor unusable exception.
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18.2.11 TLBWR (Write Random TLB Entry)

31 26 25 24 6 5 0
COPO Co 0 TLBWR
010000| O |0O0O0OO0OOOOOOOOOOOOOO|0O0OO11O0
6 1 19 6

18.2.11.1 Format:
TLBWR
18.2.11.2 Description:

The TLB entry pointed to by the contents of the TRBndonregister is loaded with the contents of BreéryHi andEntryLo
registers.

The G bit of the selected TLB entry is written with the logical AND of tAéits in theEntryLoOandEntryLolregisters.

18.2.11.3 Operation:

T: TLB[Randomsg g] ~
EntryHi[39:25] || (EntryHi[24:13] and not PageMask) || EntryLo1 || EntryLoO

18.2.11.4 Exceptions:
— Coprocessor unusable exception.

18.2.12 WAIT (Enter Standby Mode)

31 26 25 24 6 5 0
COPO Cco 0 WAIT
010000 | 1 000 0000 0000 0000 0000 100000
6 1 19 6

18.2.12.1 Format:
WAIT
18.2.12.2 Description:

The WAIT instruction is used to put the CPU into Standby Mode. In Standby Mode, most of the internal clocks are shut dow
which freezes the pipeline and reduces power consumption.
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18.2.12.3 Operation:

T: if SysAD bus is idle then
Enter Standby Mode
endif

18.2.12.4 Exceptions:

— Coprocessor unusable exception.

18.3 CACHE (cache management)

31 26 25 2120 1615 0
CACHE base op offset
101111
6 5 5 16

Figure 18.2 RM7000 CACHE Instruction Format

18.3.0.1 Format:
CACHE op, offset(base)
18.3.0.2 Description:

The 16-bitoffsetis sign-extended and added to the contents of general rdiiseto form a virtual address. The virtual
address is translated to a physical address using the TLB, and the 5-bit sub-opcode specifies a cache operation far that addres

If the CUO (the lowest-order bit in th€U field) and CO bits in th8tatusregister are cleared while in either user mode or
supervisor mode, @oprocessor Unusablexception is taken.

If the CUO bit is set and th€O bit is cleared while in either user mode or supervisor moRegsarved Instructioaxception
is taken.

If the CO bit is set while in user mode, then tHi2_WritebackandHit_Writeback_Invalidat@perations are available. All
other operations causdRe&served Instructioaxception.

The operation of this instruction on any operation/cache combination not listed below, or on the secondary cache or tertiary
cache when none is present, is undefined. The operation of this instruction on uncached addresses is also undefined.

The Index operation uses part of the virtual address to specify a cache block. The on-chip caches in the RM7000 are 4-way set
associative, which implies that they are divided into quarter segments. Each quarter equates to a set.

For a primary cache of 16 Kbytes divided into four 4 Kbyte segments with 32 bytes per tag, vAddr(11:5) specifies the block. In
addition, vAddr(13:12) specifies which cache set to operate on.

For a secondary cache of 256 Kbytes divided into four 64 Kbyte segments with 32 bytes per tag, vAddr(15:5) specifies the
block. In addition, vAddr(17:16) specifies which cache set to operate on.
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For a tertiary cache of 2CHEBITS hytes with 32 bytes per tag, pAdderesits. sspecifies the block. The tertiary cache is
direct-mapped, so there is no need to specify which cache set to operate on.

Index Load Tag also uses VAdfiegTs. 4:3t0 select the doubleword for reading parity. When@#ebit of theStatusregis-
ter is set, Hit WriteBack, Hit WriteBack Invalidate, Index WriteBack Invalidate, and Fill also use yélglrs 4.3t0 select
the doubleword that has its parity modified. This operation is performed unconditionally

The Hit operation accesses the specified cache as normal data references, and performs the specified operation if the cacl
block contains valid data with the specified physical address (a hit). If the cache block is invalid or contains a ddfesmnt ad
(a miss), no operation is performed.

Writebacks from the primary cache go to both the secondary cache and tertiary cache/main memory. If the secondary cach
disabled, the data goes to the tertiary cache/main memory. Data comes from the primary data cache, if present, and is modi
(the Whit is set). The address to be written is specified by the cache tag and not the translated physical address.

Writebacks from the secondary cache go to the tertiary cache/main memory. A hit secondary writeback always writes to the
most recent data, even if the newest data comes from the primary data cache if it is present &ditigysét). Otherwise

the data comes from the secondary cache. The address to be written is specified by the cache tag and not by the translate
physical address.

TLB Refill and TLB Invalid exceptions can occur on any operation. For Index operations (where the physical address is use
to index the cache but need not match the cache tag) unmapped addresses may be used to avoid TLB exceptions. This op
tion never causes TLB Modified or Virtual Coherency exceptions.

Bits 17...16 of the instruction specify the cache as follows:

Code | Name Cache
0 I Primary instruction
1 D Primary data
2 T Tertiary
3 S Secondary

Bits (20...18) (this value is listed under fBede column) of the instruction specify the operation as follows:

Code | Caches Name Operation
0 I Index Invalidate Set the cache state of the cache block to Invalid.
0 D Index Writeback Examine the cache state and Writeback bit (W bit) of the primary data
Invalidate cache block at the index specified by the virtual address. If the state is

not Invalid and the W bit is set, write the block. The address to write is
taken from the primary cache tag. Set the cache state of primary cache
block to Invalid. The writeback goes to the next level of the memory hier-
archy - secondary cache if there is a secondary cache hit and second-
ary cache is enabled or the tertiary cache/main memory if there is a
secondary cache miss.

0 T Flash Invalidate Flash invalidate the entire tertiary cache in one operation for tag RAMs
that support the block clear function. (Asserts the TcCLR* pin)
0 S Index Writeback Examine the cache state of the secondary data cache at the index spec-
Invalidate ified by the physical address. If the state is Dirty Exclusive, write back

the block to tertiary cache/memory and set the cache state to Invalid.
The address to write is taken from the secondary cache tag, which is not
necessarily the physical address used to index the cache. The primary
data cache is not affected.

1 All Index Load Tag Read the tag for the cache block at the specified index and place it into
the TagLo and TagHi CPO registers, ignoring any parity errors.

QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054 257
408.565.0300 408.565.0335 www.gedinc.com




Instruction Set Summary

RM7000™ Family, User Manual

Code

Caches

Name

Operation

2

All

Index Store Tag

Write the tag for the cache block at the specified index from the TagLo
and TagHi CPO registers.

D

Create Dirty Exclu-
sive

This operation is used to avoid loading data needlessly from secondary
cache or memory when writing new contents into an entire cache block.
If the cache block does not contain the specified address, and the block
is dirty, write it back to the secondary cache (if present) and to memory.
In all cases, set the cache block tag to the specified physical address,
set the cache state to Dirty Exclusive.

Hit Invalidate

If the cache block contains the specified address, mark the cache block
invalid.

Hit Invalidate

If the cache block contains the specified address, mark the cache block
invalid and also invalidate any matching block, if present, in the primary
data cache. The STag field of the secondary cache tag is used to deter-
mine the locations in the primaries to search. The CH bit in the Status
register is set or cleared to indicate a hit or miss.

Hit Writeback Invali-
date

If the cache block contains the specified address, write the data back if it
is dirty, and mark the cache block invalid. The writeback goes to the next
level of the memory hierarchy - secondary cache if there is a secondary
cache hit and secondary cache is enabled or the tertiary cache/main
memory if there is a secondary cache miss.

Fill

Fill the primary instruction cache block from secondary cache or mem-
ory.

Hit Writeback Invali-
date

If the cache block contains the specified address, write back the data if it
is dirty and mark the secondary cache block and any matching block in
the primary data cache invalid. Modified data in the primary data cache
is used during the write back operation. The STag field of the secondary
cache tag is used to determine the locations in the primaries to check for
matching primary blocks. The CH bit in the Status register is set or
cleared to indicate a hit or miss.

Page Invalidate

The RM7000 processor performs a burst of 128 Index_Store Tag opera-
tions to the tertiary cache at the page specified by the effective address,
which must be page-aligned. To invalidate the page, the state bits in the
TagLo register should be zero. Interrupts are deferred during this opera-
tion.

Hit Writeback

If the cache block contains the specified address, and the W bit is set,
write back the data and clear the W bit. The writeback goes to the next
level of the memory hierarchy - secondary cache if there is a secondary
cache hit and secondary cache is enabled or the tertiary cache/main
memory if there is a secondary cache miss.

Hit Writeback

If the cache block contains the specified address, data is written back
unconditionally.

Hit Writeback

If the cache block contains the specified address, and the cache state is
Dirty Exclusive, write back the data to memory and change the cache
state to Clean Exclusive. The CH bit in the Status register is set or
cleared to indicate a hit or miss. The writeback operation looks in the pri-
mary data cache for modified data. If the data in the primary cache is
used, the W bit is cleared.
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18.3.0.3 Operation:

32, 64T:vAddr  ((offset;5)*® || offset;s_o) + GPR[base]
(pAddr, uncached) — Address Translation (vAddr, DATA)
cache operation(op,vAddr,pAddr)

CacheOp (op, vAddr, pAddr)

18.3.0.4 Exceptions:

— Coprocessor unusable exception
— Reserved Instruction exception
— TLB invalid exception

— TLB refill exception

— Bus Error exception

— Address error exception

18.4 Implementation Specific Integer Instructions

The instruction listed in Table 18.2: are implementation-specific instruction used by the RM7000 integer unit.

Table 18.2: RM7000 Integer Unit Instructions

Integer Instruction Definition
MAD Multiply/Add
MADU Multiply/Add Unsigned
MUL Multiply

TheMUL instruction allows the RM7000 to return the multiply result directly to the register file, thereby eliminating the need
for a separate instruction to read thié O registers. ThdMAD andMADU instructions implement an atomic multiply-accu-
mulate operation. These instructions multiply two numbers and add the product to the contedt/biiregisters.

18.4.1 MAD (Multiply/Add)

31 2625 2120 16 15 1110 65 0
Special 2 rs rt 0 0 MAD

011100 00000 00000 000000
6 5 5 5 5 6

18.4.1.1 Format:
MAD rs, rt

18.4.1.2 Description:

The RM7000 adds BIAD instruction (Multiply-accumulate, with thdl andLO registers as the accumulator) to the base
MIPS 1l ISA. TheMAD instruction is defined as:

HILLO « HILLO +rs *rt
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The Lower 32-bits of the accumulator are stored in the lower 32-bits b©thegister, while the upper 32-bits of the result are
stored in the lower 32-bits of thdl register. This is done to allow this instruction to operate compatibly in 32-bit processors.

The actual repeat rate and latency of this operation are dependent on the size of the operands.

18.4.1.3 Operation:

T: temp o (Higy ]| LOs1 o) + (S30)* I 1531.0) X (rts)* Il tay. o)
)

HI « (tempgs §2|| tempgz 32
LO « (tempzq)°“ || tempzy o

18.4.1.4 Exceptions:

— None

18.4.2 MADU (Multiply/Add Unsigned)

31 26 25 21 20 16 15 1110 6 5 0

Special 2 rs rt 0 0 MADU

011100 00000 | 00000 000001
6 5 5 5 5 6

18.4.2.1 Format:
MADU rs, rt
18.4.2.2 Description:

The RM7000 adds ®IADU instruction (Multiply-accumulate-unsigned, with tHe andLO registers as the accumulator) to
the base MIPS Il ISA. ThBIADU instruction is defined as:

HILLO < HILLO +rs *rt

The Lower 32-bits of the accumulator are stored in the lower 32-bits b€©thegister, while the upper 32-bits of the result are
stored in the lower 32-bits of thél register. This is done to allow this instruction to operate compatibly in 32-bit processors.

The actual repeat rate and latency of this operation are dependent on the size of the operands.

18.4.2.3 Operation:

T:  temp « (Hlzy o]l LOgy o) + ((0)32 ]| rsz1 ) X ((0)* || rtzy o)

HI « (tempgs) 32|| tempegz 32
LO « (tempzq)°© || tempzy o

18.4.2.4 Exceptions:

— None
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18.4.3 MUL (Multiply)

31 26 25 21 20 16 15 1110 6 5 0
Special 2 rs rt rd 0 MUL

011100 00000 000010
6 5 5 5 5 6

18.4.3.1 Format:
MUL rd, rs, rt
18.4.3.2 Description:

The RM7000 adds a true 3-operand (3232x32) multiply instruction to the base MIPS Il ISA, whereby rd = rs * rt. This
instruction eliminates the need to explicitly move the multiply result frorh@eegister back to a general register.

The execution time of this operation is operand size dependent.
TheHI andLO registers are undefined after executing this instruction. For 16-bit operands, the latdity isf4 cycles,

with a repeat rate of 2 cycles. For 32 x 16-bit operands, this instruction stalls the pipeline for 1 cycle. For 32 x Gi0#,ope
this instruction stalls the pipeline for 2 cycles.

18.4.3.3 Operation:

T: Temp — IS31. 0 X rt31__0
rd — (tempzy)®? || tempg; o
HI ~ undefined
LO — undefined

18.4.3.4 Exceptions:

— None

18.5 MIPS IV Instruction Set

The RM7000 processor executes the MIPS |V instruction set, which is a superset of and backward compatible with the MIF
[l instruction set. Each CPU instruction consists of a single 32-bit word, aligned on a word boundary. There are three instrt
tion formats—immediate (I-type), jump (J-type), and register (R-type). The use of a small number of instruction formats sim
plifies instruction decoding, allowing the compiler to synthesize more complicated (and less frequently used) operations an
addressing modes from these three formats as needed.

A summary of the MIPS IV instruction set additions is listed along with a brief explanation of each instruction. For more infor
mation on the MIPS IV instruction set, refer to the MIPS IV instruction set manual.

There are three types of instruction types as shown in Figure 18.1.
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[-Type (Immediate)

31 26 25 21 20 16 15 0
| op | rs | rt | immediate |
J-Type (Jump)
31 26 25 0
| op | target |
R-Type (Register)
31 26 25 21 20 16 15 1110 65 0
| op | rs | rt | rd | sa |funct|
op 6-bit operation code
rs 5-bit source register specifier
rt 5-bit target (source/destination) register or branch
condition

immediate 16-bit immediate value, branch displacement or
address displacement

target 26-bit jump target address

rd 5-bit destination register specifier
sa 5-bit shift amount

funct 6-bit function field

Figure 18.3 CPU Instruction Formats
In the MIPS architecture, coprocessor instructions are implementation-dependent.

18.5.1 Load and Store Instructions

Loadand store are immediate (I-type) instructions that move data between memory and the general registers. The only
addressing mode that integer load and store instructions directly sugpastisegister plus 16-bit signed immediate offset
floating-point load and store instructions also support an indexed addresgisggr + registeraddressing mode.

18.5.1.1 Scheduling a Load Delay Slot

In the RM7000 processor, the instruction immediately following a load instruction can use the contents of the loaded register,
however in such cases hardware interlocks insert additional real cycles. Consequently, scheduling load delay slots-can be desir
able, both for performance and R-Series processor compatibility. However, the scheduling of load delay slots is not absolutely
required.

18.5.1.2 Defining Access Types

Access typéndicates the size of a data item to be loaded or stored, set by the load or store instruction opcode.

Regardless of access type or byte ordering (endianness), the address given specifies the low-order byte in the addressed field.
For a big-endian configuration, the low-order (right-most) byte is the most-significant byte. For a little-endian confjguration
the low-order (right-most) byte is the least-significant byte.

In either endianness, bit 0 is always the least-significant bit located at the right-most bit position. Thus, bit desigmations
always little-endian.
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In either endianness, the instruction encoding remains the same. Endianness only affects the word addressing of instructio
and does not affect how instructions are encoded within a word. This is true when the instructions are stored in main memc
and as well as when they are fetched into the processor. For example, the opcode will always reside in the 6 most significa
(left-most) bits within each instruction word (bytes 0 and 1 of a word in big-endian mode; bytes 3 and 2 of a word in little-
endian mode).

The processor uses these four data formats:

e a 64-bit doubleword
e a 32-bit word

e a 16-bit half-word

e a8-hit byte

The processor uses byte addressing for half-word, word and doubleword accesses with the following alignment restrictions

» Halfword accesses must be aligned on an even byte boundary (0,2,4...).
» Word accesses must be aligned on a byte boundary divisible by four (0.,4,8...).
» Doubleword accesses must be aligned on a byte boundary divisible by eight (0,8,16...).

The following special instructions are an exception to these alignment restrictions:
LWL, LWR, SWL, SWR, LDL, LDR, SDL, SDR
These instructions are used in pairs to provide addressing of misaligned words or of misaligned doublewords.

The access type, together with the three low-order bits of the address, define the bytes accessed within the addressed dou
word. Only the combinations shown in Table 18.3: are permissible, All other combinations cause address error exceptions.
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Table 18.3: Byte Access within a Doubleword

A T Low Order Bytes Accessed
ceess Type Address ; : - -
Mnemonic Bits Big endian Little endian

(Value)

1

Doubleword (7)
Septibyte (6)

Sextibyte (5)

Quintibyte (4)

Word (3)

Triplebyte (2)

23]
56 65
5 66 5

415 514
617]7]6]

Halfword (1)

Byte (0)

PP PP OO OO R P OO P O|IO|RPIO|OC|OC|OC|OC|O|lOC|ODN
Pl P OOl PP OOl P Ol Ol O|OC|O| O] O] Ol P| O| R, Ol O| O] O
P Ol POl P Ok OO O|O|O| POl O|OC|OC| P, O|OC|O| R O] Of O

18.5.2 Computational Instructions

Computational instructions can be either in register (R-type) format, in which both operands are registers, or in immediate (I-
type) format, in which one operand is a 16-bit immediate.

Computationainstructions perform the following operations on register values:

« arithmetic

* logical

o shift

e multiply
« divide

These operations fit in the following four categories of computational instructions:

e ALU immediateinstructions
» three-operand register-typestructions
» shiftinstructions

264 QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054
408.565.0300 408.565.0335 www.gedinc.com




RM7000™ Family, User Manual Instruction Set Summary

e multiply and divide instructions
18.5.2.1 64-bit Operations

The RM7000 processor is a 64-bit architecture that supports 32-bit operands. These operands must be sign extended. Thil
two bit operand opcodes include all non-doubleword operations, suabBsADDU, SUB, SUBU, ADDI, SLL, SRA,

SLLV, etc. The result of operations that use incorrect sign-extended 32-bit values is unpredictable. In addition, 32-bit data i
stored sign-extended in a 64-bit register.

18.5.2.2 Cycle Timing for Multiply and Divide Instructions

MFHI andMFLO instructions are interlocked so that any attempt to read them before prior instructions complete delays the
execution of these instructions until the prior instructions finish.

The RM7000 includes the MultiphMUL), Multiply-add MAD) and Multiply-add UnsignedADU) instructions and has
reduced the latencies and repeat rates of the existing multiply instructions to substantially improve the integer maktiply perf
mance. For example, all multiply instructions in the MIPS R5000 write their resultsk/Lit@ register pair. The neMUL
instruction in the RM7000 returns the multiply result directly to the register file and eliminates the need for a sepacate inst
tion to read thél/LO registers. Th&AAD andMADU instructions implement the atomic multiply-accumulate to the content

of theHI/LO registers. The integer multiply latencies and repeat rates have been reduced by one cycle for the word multiply
and by two cycles for the doubleword multiply.

18.5.2.3 Jump and Branch Instructions

Jump and brandhstructions change the control flow of a program. All jump and branch instructions occur with a delay of one
instruction: that is, the instruction immediately following the jump or branch (this is known as the instructicaeilayhsto}
always executes while the target instruction is being fetched from storage.

One exception to this rule are the branch-likely instructions. These instructions executeldlyestotinstructions only if the
branch is taken.

18.5.2.3.1 Overview of Jump Instructions
Subroutine calls in high-level languages are usually implemented with Jump or Jump and Link instructions, both of which al
J-type instructions. In J-type format, the 26-bit target address shifts left 2 bits and combines with the high-ordethé bits of

current program counter to form an absolute address.

Returns, dispatches, and large cross-page jumps are usually implemented with the Jump Register or Jump and Link Regis
instructions. Both are R-type instructions that take the 64-bit byte address contained in one of the general purpose register

18.5.2.3.2 Overview of Branch Instructions

All branch instruction target addresses are computed by adding the address of the instruction in the delay slot tothe 16-bit
set(shifts left 2 bits and is sign-extended to 64 bits). All branches occur with a delay of one instruction.

If a conditional branch likely is not taken, the instruction in the delay slot is nullified.

18.5.2.4 Special Instructions

Specialinstructions allow the software to initiate traps; they are always R-type. Exception instructions are extensions to the
MIPS ISA.

18.5.2.5 Coprocessor Instructions

Coprocessoinstructions perform operations in their respective coprocessors. Coprocessor loads and stores are I-type, and
coprocessor computational instructions have coprocessor-dependent formats.
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CPOinstructions perform operations specifically on the System Control Coprocessor registers to manipulate the memory man-
agement and exception handling facilities of the processor.

18.5.3 MIPS IV Instruction Set Additions

The RM7000 microprocessor runs the MIPS IV instruction set, which is a superset of and backward compatible with the MIPS
Il instruction set. These new instructions enable the MIPS architecture to compete in markets that have traditionally been
dominated by vector architectures.

A set of compound multiply-add instructions has been added, taking advantage of the fact that the majority of floating-point
computations use the chained multiply-add paradigm. The intermediate multiply result is rounded before the addition is per-
formed.

A register + registeraddressing mode for floating-point loads and stores has been added which eliminates the extra integer add
required in many array accesses. However, issuingenfister + registedoad causes a one cycle stall in the pipeline, which
makes it useful only for compatibility with other MIPS IV implementationgedister + registeraddressing mode for integer
memory operations is not supported.

A set of four conditional move operators allows floating-point arithmetic ‘IF’ statements to be represented without branches.
‘THEN’ and ‘ELSE’ clauses are computed unconditionally and the results placed in a temporary register. Conditional move
operators then transfer the temporary results to their true register. Conditional moves must be able to test both integer and
floating-point conditions in order to supply the full range of IF statements. Integer tests are performed by comparirlg a genera
register against a zero value.

floating-point tests are performed by examining the floating-point condition codes. Since floating-point conditional moves test
the floating-point condition code, the RM7000 provides 8 condition codes to give the compiler increased flexibility in schedul-
ing the comparison and the conditional moves. Table 18.4: lists in alphabetical order the new instructions which comprise the
MIPS IV instruction set.
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Table 18.4: MIPS IV Instruction Set Additions and Extensions

Instruction Definition
BC1F Branch on FP Condition Code False
BC1T Branch on FP Condition Code True
BC1FL Branch on FP Condition Code False Likely
BC1TL Branch on FP Condition Code True Likely
C.cond.fmt (cc) Floating Point Compare
LDXC1 Load Double Word indexed to COP1
LWXC1 Load Word indexed to COP1
MADD.fmt Floating Point Multiply-Add
MOVF Move conditional on FP Condition Code False
MOVN Move on Register Not Equal to Zero
MOVT Move conditional on FP Condition Code True
MOVZ Move on Register Equal to Zero
MOVFE.fmt FP Move conditional on Condition Code False
MOVN.fmt FP Move on Register Not Equal to Zero
MOVT.fmt FP Move conditional on Condition Code True
MOVZ.fmt FP Move conditional on Register Equal to Zero
MSUB.fmt Floating Point Multiply-Subtract
NMADD.fmt Floating Point Negative Multiply-Add
NMSUB.fmt Floating Point Negative Multiply-Subtract
PREFX Prefetch Indexed --- Register + Register
PREF Prefetch --- Register + Offset
RECIP.fmt Reciprocal Approximation
RSQRT.fmt Reciprocal Square Root Approximation
SDXC1 Store Double Word indexed to CP1
SWXC1 Store Word indexed to CP1

18.5.3.1 Summary of Instruction Set Additions

The following is a brief description of the additions to the MIPS Ill instruction set. These additions comprise the MIPS IV
instruction set.

18.5.3.1.1 Branch on Floating Point Coprocessor

BCL1T - Branch on FP condition True
BCL1F - Branch on FP condition False
BC1TL - Branch on FP condition True Likely
BC1FL - Branch on FP condition False Likely

The four branch instructions are upward compatible extensions of the Branch on Floating-Point Coprocessor instructions o
the MIPS instruction set. THRC1T andBC1F instructions are extensions of MIPBIC1TL andBC1FL are extensions of

MIPS Ill. These instructions test one of eight floating-point condition codes. This encoding is downward compatible with pre
vious MIPS architectures.

The branch target address is computed from the sum of the address of the instruction in the delay slot and the 16-bit offset
shifted left two bits and sign-extended to 64 bits. If the contents of the floating-point condition code specified inthiemstr

is equal to the test value, the target address is branched to with a delay of one instruction. If the conditional bréadamis not
and the nullify delay bit in the instruction is set, the instruction in the branch delay slot is nullified.
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18.5.3.1.2 Floating Point Compare
C.COND.FMT - Compare the contents of two FPU registers

The contents of the two FPU source registers specified in the instruction are interpreted and arithmetically compared. A result
is determined based on the comparison and the conditions specified in the instruction.

18.5.3.1.3 Indexed Floating Point Load

LWXC1 - Load word indexed to Coprocessor 1
LDXC1 - Load doubleword indexed to Coprocessor 1

The two Index Floating Point Load instructions are exclusive to the MIPS 1V instruction set and transfer floating-point data
types from memory to the floating-point registers usingegester + registeraddressing mode. There are no indexed loads to
general registers. The contents of the general register specified by the base is added to the contents of the gesped-register
ified by the index to form a virtual address. The contents of the word or doubleword specified by the effective address are
loaded into the floating-point register specified in the instruction.

The region bits (63:62) of the effective address must be supplied by the base. If the addition alters these bits aneguidress exc
tion occurs. Also, if the address is not aligned, an address exception occurs.

18.5.3.1.4 Integer Conditional Moves

MOVT - Move conditional on condition code true
MOVF - Move conditional on condition code false
MOVN - Move conditional on register not equal to zero
MOVZ - Move conditional on register equal to zero

The four integer move instructions are exclusive to the MIPS IV instruction set and are used to test a condition code or a gen-
eral register and then conditionally perform an integer move. The value of the floating-point condition code specified in the
instruction by the 3-bit condition code specifier, or the value of the register indicated by the 5-bit general regiséer ispecifi
compared to zero. If the result indicates that the move should be performed, the contents of the specified sourceagister is c
ied into the specified destination register.

18.5.3.1.5 Floating-Point Conditional Moves

MOVT.FMT - Floating Point Conditional Move on condition code true
MOVFE.FMT - Floating Point Conditional Move on condition code false

MOVN.FMT - Floating Point Conditional Move on register not equal to zero
MOVZ.FMT - Floating Point Conditional Move on register equal to zero

The four floating-point conditional move instructions are exclusive to the MIPS IV instruction set and are used to test a condi
tion code or a general register and then conditionally perform a floating-point move. The value of the floating-point condition
code specified by the 3-bit condition code specifier, or the value of the register indicated by the 5-bit general reifjister spec

is compared to zero. If the result indicates that the move should be performed, the contents of the specified sourse register i
copied into the specified destination register. All of these conditional floating-point move operations are non-arithmetic. Con
sequently, no IEEE 754 exceptions occur as a result of these instructions.

18.5.3.1.6 Floating Point Multiply-Add

MADD.FMT - Floating Point Multiply-Add

MSUB.FMT - Floating Point Multiply-Subtract
NMADD.FMT - Floating Point Negative Multiply-Add
NMSUB.FMT - Floating Point Negative Multiply-Subtract

These four instructions are exclusive to the MIPS IV instruction set and accomplish two floating-point operations with one
instruction. Each of these four instructions performs intermediate rounding.
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18.5.3.1.7 Prefetch

PREF - Register + offset format
PREFX - Register + register format

The two prefetch instructions are exclusive to the MIPS IV instruction set and allow the compiler to issue instructians early <
the corresponding data can be fetched and placed as close as possible to the CPU. Each instruction contains a 5dbit ‘hint’ f
which gives the coherency status of the line being prefetched. The line can be either shared, exclusive clean, or éxclusive d
The contents of the general register specified by the base is added either to the 16 bit sign-extended offset or tsthie conten
the general register specified by the index to form a virtual address. This address together with the ‘hint’ field lsesent to t
cache controller and a memory access is initiated.

The region bits (63:62) of the effective address must be supplied by the base. If the addition alters these bits aneuidress e»
tion occurs. The prefetch instruction never generates TLB-related exceptiof®RERanstruction is considered a standard
processor instruction while tHREFX instruction is considered a standard Coprocessor 1 instruction.

Table 18.5: RM7000 Prefetch (PREF) Instructions

Hint Field Name Data use and desired prefetch action
31, 29..0 Load Fetch data as if for a load
30 PrepareFor- On primary dcache miss, allocate cacheline for requested address. Cacheline
Store state is set to valid, the W bit is set and the data field is filled with all zeros. No
memory transaction is done. If the victim cacheline was valid and dirty, it is writ-
ten back.
On primary dcache hit, no action is taken.

18.5.3.1.8 Reciprocal’'s

RECIP.FMT - Reciprocal
RSQRT.FMT - Reciprocal Square Root

The reciprocal instruction performs a reciprocal on a floating-point value. The reciprocal of the value in the floating-point
source register is placed in a destination register.

The reciprocal square root instruction performs a reciprocal square root on a floating-point value. The reciprocal of the pos
tive square root of a value in the floating-point source register is placed in a destination register.

TheRECIP andRSQRT instructions comply with IEEE accuracy requirements. The rounding mode for the square-root inter-
mediate value of thRSQRT instruction is RZ (round towards zero).

The RECIP instruction has the same latency &l¥ instruction, but &SQRT is faster than 8QRT followed by aRECIP.
Refer to Appendix C, “Cycle Time and Latency Tables”, for the various operation latency tables.
18.5.3.1.9 Indexed Floating Point Store

SWXC1 - Store word indexed to Coprocessor 1
SDXCL1 - Store doubleword indexed to Coprocessor 1

The two Index Floating Point Store instructions are exclusive to the MIPS 1V instruction set and transfer floating-point data
types from the floating-point registers to memory using register + register addressing mode. There are no indexed loads to ¢
eral registers. The contents of the general register specified by the base is added to the contents of the generalifiegister spe
by the index to form a virtual address. The contents of the floating-point register specified in the instruction is s®red to t
memory location specified by the effective address.

The region bits (63:62) of the effective address must be supplied by the base. If the addition alters these bits anequidress e»
tion occurs. Also, if the address is not aligned, an address exception occurs.
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CPO Register Map

Appendix A CPO Register Map

The RM7000 includes two sets of CPO registers. Each register set contains thirty-two 32-bit registers.

The register number is encoded in bits [15:11] of the instruction. Table A.1: lists those CPO registers accessible through the
MTCO, DMTCO, MFCO, andDMFCO instructions. Table A.2: lists the second set of CPO registers. These registers are acces

sible through th&€€ FC0O andCTCO instructions.

Table A.1: CPO Registers, Set 0

Ei?;sg:: Rﬁg;tsr Register Description Read/Write Located in
0 Index Six bit TLB index riw Section 5
1 Random Random TLB index r Section 5
2 EntryLoO Even page PFN riw Section 5
3 EntryLol Odd page PFN riw Section 5
4 Context Page table entry pointer riw Section 13
5 PageMask | Sets TLB page size riw Section 5
6 Wired Locks TLB entries riw Section 5
7 Info CPU Information Register riw Section 10
8 BadVAddr |Bad virtual address [BL:1]=r Section 13
[0] = riw
9 Count Pipeline cycle counter riw Section 13
10 EntryHi Upper bits of TLB entry riw Section 5
11 Compare Count register compare value riw Section 13
12 Status Execution mode information riw Section 13
13 Cause Exception cause riw Section 13
14 EPC Exception program counter riw Section 13
15 PRId Processor Revision ID r Section 5
16 Config Processor Configuration [31:13], [11:4] = Section 5
[12, 3:0] =riw
17 LLAddr Load Linked instruction address riw Section 5
18 Watchl Breakpoint address for Watch exception riw Section 17
19 Watch2 Breakpoint address for Watch exception riw Section 17
20 XContext Page table entry pointer for 64-bit address- riw Section 13
ing mode

21 Reserved -—- ---

22 PerfControl | Performance counter control riw Section 17
23 Reserved -—- ---

24 WatchMask | Mask Watch register address bits riw Section 17
25 PerfCount | Performance counter riw Section 17
26 ECC Error checking and correction riw Section 13
27 CacheErr | Parity error status r Section 13
28 TagLo Tag state and control bits riw Section 5
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Register

Register

Number Name Register Description Read/Write Located in
29 TagHi Tag physical address bits riw Section 5
30 ErrorEPC | Parity error program counter riw Section 5
31 Reserved - ---

Table A.2: CPO Registers, Set 1
Ei?fg:: Rﬁg;tgr Register Description Read/Write Located in
0-17 Reserved
18 IPLLo Interrupt priority level for interrupts [7:0] riw Section 14
19 IPLHi Interrupt priority level for interrupts [15:8] riw Section 14
20 IntCtl Interrupt Control riw Section 14
21-25 Reserved
26 DErrAddrO | Imprecise error address r Section 12
27 DErrAddrl | Imprecise error address r Section 12
28-31 Reserved - ---
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Appendix B Instruction Hazards

This appendix identifies the RM7000 instruction hazards. Certain combinations of instructions are not permitted because th
results are unpredictable in combination with events such as pipeline delays, cache misses, interrupts, and exceptions.

Most hazards result from instructions modifying and reading state in different pipeline stages. Such hazards are defined
between pairs of instructions, not on a single instruction in isolation. Other hazards are associated with restartability of in
tions in the presence of exceptions.

The integer multiplier/divide unit on the RM7000 fully interlocks all register writes teitheO registers. This removes any
code restrictions on when those registers can be written or read.

For the following code hazards, the behavior is undefined and unpredictable. The following is a list of instruction hazards.

e Any instruction that would modify theageMask, EntryHi, EntryLoO, EntryLod; RandomCPO Registers should not be
followed by aTLBWR instruction. There should be at least four integer instructions (2 CPU cycles) between the registel
modification and th& LBWR instruction.

* Any instruction that would modifiPageMask, EntryHi, EntryLoO, EntryLodr IndexCPO Registers should not be fol-
lowed by aTLBWI instruction. There should be at least four integer instructions (2 CPU cycles) between the register
modification and th& LBWI instruction.

e Any instruction that would modify thedexCPO Register or the contents of the JTLB should not be followed bBR
instruction. There should be at least four integer instructions (2 CPU cycles) between the register modification and the
TLBR instruction.

e Any instruction that would modify theageMaskor EntryHi or CPO Registers or the contents of the JTLB should not be
followed by aTLBP instruction. There should be at least four integer instructions (2 CPU cycles) between the register
modification and th&LBP instruction.

* Any instruction that would modify theageMaslor EntryHi CPO Registers or the contents of the JTLB should not be fol-
lowed by any instruction that uses the JTLB. There should be at least four integer instructions (2 CPU cycles) between t
register modification and the use of the JTLB.

e Any instruction that would modify thePC, ErrorEPC, or StatusCPO Registers should not be followed byERET
instruction. There should be at least four integer instructions (2 CPU cycles) between the register modification and the
ERET instruction.

« If any instruction modifies th&0 field of theConfigregister, the kseg0 and ckseg0 address segments should not be used
for 5 CPU cycles. The register modification and the use of these address segments should be separated by at least ten
ger instructions.

» If the data cache is to be locked, it is recommended that the two instructions that follow the instruction$haDéets
should not cause a data cache miss. This miss might cause a cache refill into locked set that the user did not expect. T
register modification and the next data cache miss should be separated by at least four integer instructions.

» If the instruction cache is to be locked, it is recommended that the four instructions that follow the instruction that sets
SR.IL should not cause an instruction cache miss. This miss might cause a cache refill into the locked set of the instru
tion cache that the user did not expect. The register modification and next instruction cache miss should be separated b
least eight integer instructions.

e A branch or jump instruction is not allowed to be in the delay-slot of another branch/jump instruction. This sequence is
illegal in the MIPS architecture.

* An ERET instruction is not allowed to be in the delay-slot of a branch/jump instruction. This sequence is illegal in the
MIPS architecture.

« Any instruction that modifies a control regist®fT{C0O, CTCO, CTC1) should not be placed in the delay-slot of a branch/
jump instruction. The effect of the control register modification can occur after the branch target has been fetched and e
cuted. This is a code hazard if the software expects the state change to occur before the branch target is fetched and e
cuted.
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« Modifying the TLB registers or entries is not allowed in mapped address space.
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Appendix C Cycle Time and Latency Tables

This appendix lists the latency and repeat cycles for integer and floating point operations as well as the cycle cotits for ca
operations. Table C.1: shows the latency and repeat rates for integer multiply and divide operations. Table C.2: shows the
latency and repeat rates for floating point operations.

Table C.1: Integer Multiply and Divide Operations

Opcode Operand Size Latency Repeat Rate Stall Cycles
mult/u, mad/u 16 b?t 4 3 0
32 bit 5 4 0
mul 16 bit 4 2 1
32 bit 5 3 2
dmult, dmultu any 9 8 0
div, divd any 36 36 0
ddiv, ddivu any 68 68 0
Table C.2: Floating Point Operations
Opcode Latency Repeat
fadd (sngl/dbl) 4 1
fsub (sngl/dbl) 4 1
fmult (sngl/dbl) 4/5 1/2
fmadd (sngl/dbl) 4/5 1/2
fmsub (sngl/dbl) 4/5 1/2
fdiv (sngl/dbl) 21/36 19/34
fsqrt (sngl/dbl) 21/36 19/34
frecip (sngl/dbl) 21/36 19/34
frsqgrt (sngl/dbl) 38/68 36/66
fevt.s.d 4 1
fevt.s.w 6 3
fevt.s.| 6 3
fevt.d.s 4 1
fevt.d.w 4 1
fevt.d.l 4 1
fevt.w.s 4 1
fevt.w.d 4 1
fevt.l.s 4 1
fevt.l.d 4 1
fcmp (sngl/dbl) 1 1
fmov (sngl/dbl) 1 1
fmovc (sngl/dbl) 1 1
fabs (sngl/dbl) 1 1
QUANTUM EFFECT DEVICES, INC., 3255-3 SCOTT BLVD., SUITE 200, SANTA CLARA, CA 95054 275

408.565.0300 408.565.0335 www.gedinc.com




Cycle Time and Latency Tables RM7000™ Family, User Manual

Opcode Latency Repeat
fneg (sngl/dbl) 1 1
lwcl, lwxcl
Idc1, ldxcl
swcl, swxcl
sdcl, sdxcl
mtcl, dmtcl
mfcl, dmfcl

NN NN NN
N

C.1 Cycle Counts for RM7000 Cache Misses

To describe processor sequences that include a memory access, the number of cycles must be calculated based on the system
response to a memory access. Such sequences will be described with equations based on the following mnemonics:

e SYSDIV: The number of processor cycles per system cycle, ranges from 2 - 8.

e ML: Number of system cycles of memory latency defined as the number of cycles the SysAD bus is driven by the external
agent before the first doubleword of data appears.

» DD: Number of system cycles required to return the block of data, defined to be the number of cycles beginning when the
first doubleword of data appears on the SysAD bus and ending when the last double word of data appears on the SysAD
bus inclusive.

« {0to (SYSDIV - 1)}: In many equations this term is used. It has a value (number of cycles) between 0 and (SYSDIV - 1)
depending on the alignment of the execution of the cache miss or cache op with the system clock.

C.1.1 Primary Data Cache Misses

1. All cycle counts are in processor cycles.

2. Data cache misses have lower priority than write backs, external requests, and instruction cache misses. If the writeback
buffer contains unwritten data when a data cache miss occurs, the buffer is retired before the handling of the data cache
miss is begun. Instruction cache misses are given priority over data cache misses. If an instruction cache miss occurs at the
same time as a data cache miss, the instruction cache miss is handled first. External requests are completed before begin-
ning the handling of a data cache miss.

3. In handling a data cache miss a writeback may be required which will fill a writeback buffer. Writebacks can affect subse-
guent cache misses since they can stall until the write back buffer is written back to memory.

4. All cycle counts are best case assuming no interference from the mechanisms described above.

C.1.2 Primary Instruction Cache Misses

1. All cycle counts are in processor cycles.

2. Instruction cache misses have lower priority than writebacks and external requests. If the writeback buffer contains
unwritten data when an instruction cache miss occurs, the buffer is retired before the handling of the instruction cache
miss is begun. External requests are completed before beginning the handling of an instruction cache miss.

3. All cycle counts are best case assuming no interference from the mechanisms described above.
C.2 Cycle Counts for Cache Instructions

1. All cycle counts are in processor cycles.

2. All cache ops have lower priority than cache misses, writebacks and external requests. If the write-back buffer contains
unwritten data when a cache op is executed, the buffers is retired before the cache op is begun. If an instruction cache miss
occurs at the same time as a cache op is executed, the instruction cache miss is handled first. Cache ops are mutually
exclusive with respect to data cache misses. External requests are completed before beginning a cache op.
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3. For some data cache ops the cache op machine waits for the store buffer and response buffer to empty before beginnin
cache op. This can add 3 cycles to such data cache op if there is data in the response buffer or store buffer. The respo
buffer contains data from the last data cache miss that has not yet been written to the data cache. The store buffer cont
delayed store data waiting to be written to the data cache.

4. Cache ops of the form xxxx_Writeback xxxx may perform a writeback which will fill the writeback buffer. Writebacks
can affect subsequent cache ops since they can stall until the buffer is written back to memory. Cache ops which fill the
write back buffer are noted in the following tables.

5. All cycle counts are best case assuming no interference from the mechanisms described above.

Table C.3: Primary Data Cache Operations

Code Name Number of Cycles
0 Index_Writeback_Invalidate_D 10 Cycles

1 Index_Load_Tag_D 10 Cycles
2 Index_Store_Tag_D 7 Cycles
3 Create_Dirty Exclusive_D 10 Cycles for a cache hit.

13 Cycles for a cache miss if the cache line is clean.
13 Cycles for a cache miss if the cache line is dirty. (Writeback)

4 Hit_Invalidate_D 1 Cycle for a cache miss.
3 Cycles for a cache hit.

5 Hit_Writeback_Invalidate_D 1 Cycle for a cache miss.
4 Cycles for a cache hit if the cache line is clean.
4 Cycles for a cache hit if the cache line is dirty.

6 Hit_Writeback_D 7 Cycles for a cache miss.
10 Cycles for a cache hit if the cache line is clean.
12 Cycles for a cache hit if the cache line is dirty.

Table C.4: Primary Instruction Cache Operations

Code Name Number of Cycles
0 Index_Invalidate_| 8 Cycles.
1 Index_Load_Tag_| 8 Cycles.
2 Index_Store_Tag_| 11 Cycles.
3 NA
4 Hit_Invalidate_| 8 Cycles for a cache miss.

10 Cycles for a cache hit.

5 Fill_I 13 Cycles for secondary cache hit

2 +{0to (SYSDIV-1)} + (6 x SYSDIV) + 2 Cycles for secondary cache
miss, tertiary cache hit

10 + {0 to (SYSDIV -1)} + (2 x SYSDIV) + (ML x SYSDIV) + (DD x SYS-
DIV) + 2 Cycles for secondary cache miss, tertiary cache miss

6 Hit_Writeback_| 8 Cycles for a cache miss.
22 Cycles for a cache hit. (Writeback)
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Table C.5: Secondary Cache Operations

Code Name Number of Cycles

0 Index_Writeback_Invalidate_S 13 Cycles for no primary cache writeback and no secondary cache
writeback.

16 Cycles for no primary cache writeback and secondary cache write-
back.

19 Cycles for primary cache writeback and no secondary cache write-
back.

22 Cycles for both primary cache and secondary cache writebacks.

Index_Load_Tag_S 15 Cycles.

Index_Store_Tag_S 13 Cycles.
NA

Hit_Invalidate_S 7 Cycles for a secondary cache miss.
9 Cycles for a secondary cache hit.

Al W NP

5 Hit_Writeback_Invalidate_S 7 Cycles for no primary cache writeback and secondary cache miss.
13 Cycles for primary cache writeback and secondary cache miss.

10 Cycles for no primary cache writeback, secondary cache hit and no
secondary cache writeback.

13 Cycles for no primary cache writeback, secondary cache hit and
secondary cache writeback.

16 Cycles for primary cache writeback, secondary cache hit and no
secondary cache writeback.

19 Cycles for primary cache writeback, secondary cache hit and sec-
ondary cache writeback.

6 Hit_Writeback_S 9 Cycles for a primary cache miss and secondary cache miss

12 Cycles for a primary cache miss and secondary cache hit and no
secondary cache writeback.

15 Cycles for a primary cache miss and secondary cache hit and sec-
ondary cache writeback.

10 Cycles for a primary cache hit and no primary cache writeback and
secondary cache miss.

15 Cycles for a primary cache hit and primary cache writeback and
secondary cache miss.

12 Cycles for a primary cache hit and no primary cache writeback, sec-
ondary cache hit and no secondary cache writeback.

15 Cycles for a primary cache hit and no primary cache writeback, sec-
ondary cache hit and secondary cache writeback.

18 Cycles for a primary cache hit and primary cache writeback, sec-
ondary cache hit and no secondary cache writeback.

21 Cycles for a primary cache hit and primary cache writeback, sec-
ondary cache hit and secondary cache writeback
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Table C.6: Tertiary Cache Operations

Code

Name

Number of Cycles

0

Flash_Invalidate T

13 + {0 to (SYSDIV-1)} + (1 x SYSDIV) + 3 Cycles

Index_Load_Tag_T

13 + {0 to (SYSDIV-1)} + (4 x SYSDIV) + 4 Cycles

Index_Store_Tag_T

13 + {0 to (SYSDIV-1)} + (1 x SYSDIV) + 3 Cycles

NA

NA

Page_Invalidate_T

13 + {0 to (SYSDIV-1)} + (128 x SYSDIV) + 3 Cycles

o O A W N| P

NA
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Appendix D Subblock Order

A block of data elements (whether bytes, halfwords, words, or doublewords) can be retrieved from storage in two ways: in
sequential order, or using a subblock order. This appendix describes these retrieval methods, with an emphasis on subbloc
ordering.

Sequential ordering retrieves the data elements of a block in serial, or sequential, order.

‘DWO|DW1|DW2|DW3‘

Doubleword 0 Doubleword 3
taken first taken fourth
Doubleword 1 Doubleword 2
taken second taken third

Figure D.1 Retrieving a Data Block in Sequential Order

Figure D.1 shows a sequential order in which doubleword 0 is taken first and doubleword 3 is taken last.

octalword
A
quadword
Order of retrieval 2 3 0 1

‘ DWO | DW1 | DwW2 | DW3 ‘

/

DWO DW 3
taken third taken second
DwW1 DW2
taken fourth taken first

Figure D.2 Retrieving Data in a Subblock Order

Subblock ordering allows the system to define the order in which the data elements are retrieved. The smallest data elemer
a block transfer for the RM7000 is a doubleword, and Figure D.2 shows the retrieval of a block of data that consists of 4 do
blewords, in which DW?2 is taken first.

Using the subblock ordering shown in Figure D.2, the doubleword at the target address is retrieved first (DW2), followed by
the remaining doubleword (DW3) in this quadword.

It may be easier way to understand subblock ordering by taking a look at the method used for generating the address of ec
doubleword as it is retrieved. The subblock ordering logic generates this address by executing a bit-wise exclusive-OR (XO
of the starting block address with the output of a binary counter that increments with each doubleword, starting at doublewc
zero (0Q).
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Using this scheme, Table D.1: through Table D.3: list the subblock ordering of doublewords for an 8-word block, based on
three different starting-block addresses;, I, and 03%. The subblock ordering is generated by an XOR of the subblock

address (either 1011, and 03) with the binary count of the doubleword {d@rough 13). Thus, the third doubleword
retrieved from a block of data with a starting address gislfbund by taking the XOR of address, ith the binary count
of DW2, 10,. The result is 09 or DWO.

The remaining tables illustrate this method of subblock ordering, using various address permutations.

Table D.1: Subblock Ordering Sequence: Address 30

Starting Block . Double Word
Cycle Address Binary Count Retrieved
1 10 00 10
2 10 01 11
3 10 10 00
4 10 11 01
Table D.2: Subblock Ordering Sequence: Address 31
Starting Block . Double Word
Cycle Address Binary Count Retrieved
1 11 00 11
2 11 01 10
3 11 10 01
4 11 11 00
Table D.3: Subblock Ordering Sequence: Address g1
Starting Block . Double Word
Cycle Address Binary Count Retrieved
1 01 00 01
2 01 01 00
3 01 10 11
4 01 11 10
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Appendix E JTAG Interface

The RM7000 processor implements JTAG boundary scan to facilitate board testing. The JTAG interface is fully compliant wit
the IEEE 1149.1 standard and supports the following mandatory boundary scan instrBMRASS , EXTEST, andSAM-
PLE/PRELOAD.

After power is applied to the part, internal power-on-reset logic resets the JTAG function and the function remains reset unt
JTMS is asserted andiTCK is running.

The normal reset sequence, which involves the assertidasat* ColdReset*andVccOk, does not initialize the JTAG
function. This is in compliance with the IEEE 1149.1 standard which does not allow a device reset to initialize the JTAG logi

The BSDL files for each processor type can be downloaded at:

http://www.gedinc.com.
E.1 Test Data Registers

The RM7000 processor test logic contains three regif@gpassBoundary Scanandinstruction

E.1.1 Bypass Register

TheBypasgegister is a one-bit shift register that provides a connection between the Test Dafl Jrahd Test Data Out
(JTDO) pins when no other test data registers are selecte®yfassegister allows for the rapid movement of test data to
and from other board components without affecting the normal operation of these components. WhenBgirag dfegis-
ter, data is transferred without inversion frgifDI to JTDO.

E.1.2 Boundary Scan Register

TheBoundary Scamegister is a single shift-register containing cells which connect to all of the input and output pins of the
RM7000 processor. This register allows for the testing of board interconnections to detect defects such as opens circuits al
short circuits. Figure E.1 shows the logical structure oBitnendary Scamegister.

Input cells only capture data and do not affect processor operation. Data is transferred without inversioDifrand TDO
through theBoundary Scamegister during scanning. TiB®undary Scamegister is operated using tRXTEST andSAM-
PLE /PRELOAD instructions.
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Figure E.1 JTAG Boundary Scan Cell Organization

E.1.3 Instruction Register

Thelnstructionregister selects the boundary scan test to be performed and the test data register to be acdessedtidhe

register is three bits wide. The execution of the boundary scan instructions is controlled by the Test Access Port (TAP) contro
ler. Refer to section E.3, “TAP Controller”, for more information on the TAP controller and its states.

Table E.1: shows the encoding of the instructions supported by the RM7000.

Table E.1: JTAG Instruction Register Encoding

Instruction Code Instruction
000 EXTEST
001-101 Reserved
110 SAMPLE/PRELOAD
111 BYPASS

E.2 Boundary Scan Instructions

The RM7000 processor supports three instructiB§;EST, SAMPLE/PRELOAD , andBYPASS. These instructions are
encoded in thénstructionregister as shown in section E.1.3, “Instruction Register”. The following subsections describe these
instructions in more detail.

E.2.1 EXTEST

The EXTEST instruction selects the boundary scan cells to be connected beffi2eandJTDO. Execution of the

EXTEST instruction causes the output boundary scan cells to drive the output pins of the RM7000 processor. Values scanned
into the register become the output values. The input boundary scan cells sample the input pins of the RM7000 processor. Bidi-
rectional pins can be either inputs or outputs depending on their control setting.
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The EXTEST instruction uses the following TAP controller states. Refer to section E.3, “TAP Controller”, for more informa- |
tion on the TAP controller:

« The RM7000 outputs the preloaded data to the pins at the falling ed@€Iéf in theUpdate_ IRTAP controller state.
The JTAG instruction register is updated with EMTEST instruction.

 TheEXTEST instruction selects the cells to be tested inghiét DRTAP controller state.

e Once theEXTEST instruction has been executed, the output pins can change state on the fallingl@@j¢ of the
Update_DRTAP controller state.

After execution of th&XTEST instruction, the RM7000 processor must be reset.

E.2.2 SAMPLE/PRELOAD

The SAMPLE/PRELOAD instruction is used to sample the state of the device pins. ExecutionSANHeLE/PRELOAD
instruction causes the output boundary scan cells to sample the value driven by the RM7000 processor. Input boundary sc
cells sample their corresponding input pins on the rising ed&CGK . 1/0 pins can be driven by either the RM7000 proces-

sor or external logic. The values shifted to the input latches are not used by internal logic.

The SAMPLE/PRELOAD instruction uses the following TAP controller states:

« TheSAMPLE/PRELOAD instruction selects the cells to be tested inghié DRTAP controller state.
e The state of the pins to be tested are sampled on the rising etigekofin theCapture DRTAP controller state.

* The boundary scan cells are latched into the output latches on the falling dd@@¥Xoin theUpdate_DRTAP controller
state.

This instruction can also be used to preload the boundary scan output cells with specific values. These preloaded values a
then enabled to the output pins usingERETEST instruction.

E.2.3 BYPASS

TheBYPASS instruction is used to bypass a component that is connected in series with other components. This allows for
rapid movement of data through the various components on the board by bypassing those that do not need to be tested. T
BYPASS instruction is forced onto the instruction register output latches durintetieLogic_Resettate. When the

BYPASS instruction is executed, test data is passed §oBi to JTDO via the single-biBypasgegister, effectively bypass-

ing the RM7000 processor.

This instruction can be entered by holdifigdl at a HIGH logic level while completing an instruction scan cycle. This allows
for easier access to a specific device on a multi-device board.

E.3 TAP Controller

The Test Access Port (TAP) controller is a synchronous state machine that controls the test logic sequence of operations.
TAP controller changes state on the rising edg&r@K , and during power-up.

The value of the Test Mode SeledTS) signal on the rising edge 8T CK controls the state transitions of the TAP control-
ler state machine. Figure E.2 shows a diagram of the TAP controller state machine.
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Select_DR Scan

0

Figure E.2 TAP Controller State Diagram
E.3.1 Test-Logic-Reset State

In theTest-Logic-Resedtate the boundary scan test logic is disabled, allowing normal operation of the RM7000 processor to
continue. The test logic enters thest-Logic-Resedtate when thdTMS input is held HIGH for at least five rising edges of
JTCK. TheBYPASS instruction is forced into the instruction register output latches during this state. The controller remains
in the Test-Logic-Resadtate as long asTMS is HIGH.

If the controller transitions from thEest-Logic-Resedtate as a result of an erroneous low signdlfanS (for one rising edge

of JTCK), the controller returns to thiest-Logic-Resedtate ifJTMS becomes HIGH for three rising edgesI®fCK . The

operation of the test logic is such that, should the above condition occur, no disturbance is caused to the on-chipsystem logi
When the state machine transitions fromThst-LogieResestate to th&kun-Test/Idlestate, no action is taken because the
current instruction has been set to select operation @&\thassegister. The test logic is also inactive in 8eect DRand
Select_IRcontroller states.

E.3.2 Run-Test/ldle State

The controller enters tHeun-Test/IdIestate between scan operations. The controller remains in this state asJoMfSais
held LOW. The instruction register and all test data registers retain their previous state. The instruction cannot chrege when
TAP controller is in this state.

WhenJTMS is sampled HIGH at the rising edgeJdfCK , the controller transitions to tt8elect DRstate.

E.3.3 Select DR_Scan State

This is a temporary controller state in which all test data registers selected by the current instruction retain theistateviou
If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to tligaptureDRstate. A HIGH oldTMS
causes the controller to transition to 8elect_IRstate. The instruction cannot change while the TAP controller is in this state.
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E.3.4 Select IR_Scan State

This is a temporary controller state in which all test data registers selected by the current instruction retain theistateviou
If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to tl@apture IRstate. A HIGH o TMS
causes the controller to transition to Test-Reset-Logistate. The instruction cannot change while the TAP controller is in
this state.

E.3.5 Capture_DR State

In this state the boundary scan register captures input pin data is the current instructionrBEX€ESF or SAMPLE/PRE-
LOAD. If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to ti&hift_ DRstate. A HIGH on
JTMS causes the controller to transition to Ehaétl DRstate. The instruction cannot change while the TAP controller is in
this state.

E.3.6 Shift_DR State

In this state the test data register connected betd#@handJTDO as a result of the current instruction shifts data one stage
toward its serial output on the rising edgeJ®CK . If JTMS is sampled LOW at the rising edgeJdfCK , the controller
remains in th&hift DRstate. A HIGH ord TMS causes the controller to transition to Brétl DRstate. The instruction can-
not change while the TAP controller is in this state.

E.3.7 Exitl_DR State

This is a temporary controller state in which all test data registers selected by the current instruction retain theistateviou
If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to thiRause DFRstate. A HIGH ol TMS
causes the controller to transition to thedate DRstate which terminates the scanning process. The instruction cannot
change while the TAP controller is in this state.

E.3.8 Pause DR State

The Pause_DR state allows the controller to temporarily halt the shifting of data through the test data register ipétle serial
betweenJTDI andJTDO. All test data registers selected by the current instruction retain their previous StBtéSIfs sam-

pled LOW at the rising edge dTCK, the controller remains in tiause_DRstate. A HIGH o TMS causes the controller

to transition to the ExitZDR state. The instruction cannot change while the TAP controller is in this state.

E.3.9 Exit2_DR State

This is a temporary controller state in which all test data registers selected by the current instruction retain theistateviou
If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to ttghift DRstate to allow another serial
shift of data. A HIGH odTMS causes the controller to transition to tygdate DRstate which terminates the scanning pro-
cess. The instruction cannot change while the TAP controller is in this state.

E.3.10 Update DR State

The boundary scan register includes a latched parallel output to prevent changes at the parallel output while data is shifte
response to thEXTEST andSAMPLE/PRELOAD instructions. When the TAP controller is in this state and@thendary
Scanregister is selected, data is latched into the parallel output of this register from the shift-register path on thegéatiing ed
JTCK. Data held at this latched parallel output only changes during this state.

If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to tlun-Test/Idlestate. A HIGH ord TMS
causes the controller to transition to 8elect DR_Scastate. The instruction cannot change while the TAP controller is in
this state and all shift register stages in the test data registers selected by the current instruction retain theibapeevious s
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E.3.11 Capture_IR State

In this state the shift register contained inltigructionregister loads a fixed pattern (001) on the rising edgd©K . The
test data registers selected by the current instruction retain their previous state.

If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to ttghift_IRstate. A HIGH oI TMS
causes the controller to transition to Eratl_IRstate. The instruction cannot change while the TAP controller is in this state.

E.3.12 Shift_IR State

In this state the test data register connected betd#@handJTDO as a result of the current instruction shifts data one stage
toward its serial output on the rising edgeJ®CK . If JTMS is sampled LOW at the rising edgeJdfCK , the controller
remains in th&hift_IRstate. A HIGH old TMS causes the controller to transition to Ehétl |IRstate. The instruction cannot
change while the TAP controller is in this state.

E.3.13 Exitl_IR State

This is a temporary controller state in which all test data registers selected by the current instruction retain theistateviou

If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to thRause_IRstate. A HIGH oldTMS

causes the controller to transition to ygdate _IRstate which terminates the scanning process. The instruction cannot change
while the TAP controller is in this state and the instruction register retains its previous state.

E.3.14 Pause IR State

The Pause_DR state allows the controller to temporarily halt the shifting of data through the test data register ip#tle serial
betweenJTDI andJTDO. All test data registers selected by the current instruction retain their previous StEMSIfs sam-

pled LOW at the rising edge 8T CK, the controller remains in thiRause_IRstate. A HIGH od TMS causes the controller to
transition to the Exit2IR state. The instruction cannot change while the TAP controller is in this state.

E.3.15 Exit2_IR State

This is a temporary controller state in which all test data registers selected by the current instruction retain theistateviou
If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to tfghift_IRstate to allow another serial
shift of data. A HIGH odTMS causes the controller to transition to tgdate IRstate which terminates the scanning pro-
cess. The instruction cannot change while the TAP controller is in this state.

E.3.16 Update IR State

The instruction shifted into tHastructionregister is latched onto the parallel output from the shift register path on the falling
edge ofJTCK. Once the instruction has been latched it becomes the new instruction.

If JTMS is sampled LOW at the rising edgeJdfCK , the controller transitions to tlun-Test/Idlestate. A HIGH orJ TMS
causes the controller to transition to 8elect IR_Scastate.

E.4 TAP Controller Initialization

In the RM7000, the TAP controller is initialized during power-on reset. The TAP controller can be initialized by driving the
JTMS input HIGH for at least fivd TCK periods. This places the TAP controller in Tlest_Logic Resatate. The RM7000
does not support the JTAG TRST* signal.

E.5 Boundary Scan Signals

The RM7000 supports those signals listed in Table E.2:. The Test-Reset (TRST*) input is not suppodesLST mput
must be used to initialize the TAP controller.
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JTAG Interface

Table E.2: JTAG Boundary Scan Signals

Pin Name Pin Type '”tegﬁ'_l\:\éeak IEEE 1149.1 Function
JTDI Input Yes Serial scan input
JTDO Output No Serial scan output
JTMS Input Yes Test Mode select
JTCK Input Yes JTAG Scan Clock
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Appendix F Revision 2.0 Differences

The revision 2.0 release of the RM7000 contains several enhancements over the previous silicon revision of the RM7000.
Some of these enhancements increase the operational capabilities while others affect the features concerning performance
measurement. The changes for the new RM7000 include:

» JTLB increases from 48 to 64 entries

« PRID Register revision number change
e CPU Config Register change

» Prefetch (PREF) instruction update
 New CPO Info Register

« Perf Control Register changes

Code running on the original RM7000 does not need to be modified to run on the new revision of the RM7000. Some of the:
features are transparent to the system designer while others require software and/or CPU initialization changes in- order to
lize those capabilities.

F.1 JTLB Entry Increase

The number of entries in the JTLB has increased from 48 to 64. Given that the entries are pairs of even-odd units, this chal
allows up to 128 virtual pages to be mapped to the 64 Gbyte physical address space. The Index field in the Index Register (
5:0) has been modified and now accepts a range from 0-63 to index up to 64 JTLB entries. The Wired field (bits 5:0) in the
Wired Register (CPO Set 0, Register 6) has also been modified and now accepts a range from 0-63 to lock pages into the JT
The read-only Random Register (CPO Set 0, Register 1) Random field (bits 5:0) also has a range from 0-63.The JTLB could
initialized in the following manner where the number of JTLB entries (NTLBENTRIES) was determined by reading the PRID
Revision Field:

LEAF(tlb_init)

mtcO  zero, CPO_TLBLOO /* Invalid even page */
mtcO  zero, CPO_TLBLO1 /* Invalid odd page */
mtcO  zero, CPO_PAGEMASK [* Use default 4Kbyte pages */
li t3, KIBASE /* Use unmapped address */
li t4, NTLBENTRIES-1 [* 48 or 64 entries */
nop

/* Initialize the TLB */

1: mtcO  t3, CPO_TLBHI
mtcO  t4, CPO_INDEX
addu 13, 8192 /* Increment by 8Kbytes */
tibwi [* Write the entry */
bnez t4,1b
subu t4,1
j ra

END(tlb_init)

For binary code compatibility, mode bit 24 is used to enable access to the new JTLB entries. If mode bit 24 is setuld the defe
value of zero then the RM7000 appears to have 48 JTLB entries. If mode bit 24 is set to one, then all 64 JTLB entries are
available and need to be initialized.
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F.2 PRID Register revision number change

The PRID Register (CPO Set 0, Register 15) holds the Implementation and revision identification numbers for the RM7000.
The Implementation field (bits 15:8) is unchanged with a value of 0x27. The Revision field (bits 7:0) changes from 0x10 to
0x20. The Reuvision field can be used by software to identify the added functionality of RM7000A.

#define RM7000 0x27 # RM7000/RM7000A Implementation Number
#define RM7000_REV 0x10 # RM7000 Revision Number
#define RM7000A_REV 0x20 # RM7000A Revision Number

mfcO  v1, CPO_PRID # Read PRID register

and v1, 0xff0O # Keep Implementation Field

li t1, (RM7000 << 8)
beq vl, t1, 6f

nop
6: mfcO  v1, CPO_PRID # Read PRID register
and v1, Ox0O0ff # Keep Revision Field

li 12, 48 # NTLBENTRIES = 48
li t1, RM7000A_REV
bne vl, t1, 7f

li t2, 64 # NTLBENTRIES = 64

F.3 CPU Config Register change

The Config Register (CPO Set 0, Register 16) bit 16 is now used to identify the value of mode bit 20. Mode bit 20 is set to ze
to specify integral clock divisors (2, 3, 4, 5, 6, 7, 8, & 9). Mode bit 20 is set to one to enable half divisors (25, 3.5, 4.

F.4 Prefetch (PREF) instruction update

The Prefetch instruction implementation for the new revision of the RM7000 is shown in the table below. All values of the
Hint Field would perform the Load action on the original RM7000.

Table F.1: RM7000 Prefetch (PREF) Instructions

Hint Field Name Data use and desired prefetch action
31, 29..0 Load Fetch data as if for a load
30 PrepareFor- On primary dcache miss, allocate cacheline for requested address. Cacheline
Store state is set to valid, the W bit is set and the data field is filled with all zeros. No
memory transaction is done. If the victim cacheline was valid and dirty, it is writ-
ten back.
On primary dcache hit, no action is taken.
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F.5 New CPO Info Register

The Info Register (CPO Set 0, Register 7) was added to provide information regarding how the new RM7000 is configured |
the mode bits as well as internal configurations. The Info Register has the following definition:

31:29 28 27:26 25 24:23 22:17 16:11 105 41 0
| Reserved | BM | DS | NP | WP | DW | W | sw | ss | AE |
3 1 2 1 2 6 6 6 4 1

Figure F.1 CPO Info Register (Set 0 Register 7)

Note: All bits in the CPO Info Register are read-only except for the AE bit.

Table F.2: CPO Info Register Fields

Bits Field Description

28 BM Burst Mode: Read from modebit 15
0 : pipelined Scache RAMS (dual cycle deselect)
1: burst mode Scache RAMS (single cycle deselect)

27..26 DS Drive Strength: Drive strength of pad output drivers. Read from modebits 14:13
00 : 67% drive strength

01 : 50% drive strength

10 : 100% drive strength

11 : 83% drive strength

25 NP Non-pendant bus mode: Read from modebit 26
0 : overlapping reads disabled
1 : overlapping reads enabled

24..23 WP Write Protocol: Read from modebits 10:9
00 : R4000 compatible

01 : Reserved

10 : Pipelined writes

11 : Write re-issue

22.17 DW Primary Data Cache Sets:
000100 : 4 sets
all other patterns : reserved

16..11 W Primary Instruction Cache Sets:
000100 : 4 sets
all other patterns : reserved

10.5 sSwW Secondary Cache Sets:
000100 : 4 sets
all other patterns : reserved

4.1 SS Secondary Cache Size:

0010 : 256 Kbytes
all other patterns : reserved

0 AE Atomic Enable: Atomic Interrupt Enable/Disable. This bit allows atomic enable/disable of interrupts
without a read-modify-write sequence to the SR.IE bit.

Writing a one to this bit globally enables interrupts

Writing a zero to this bit globally disables interrupts

This bit returns a zero on a read.

F.6 Perf Control Register Changes

The following modifications/additions were made to the Perf Control Register:
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Table F.3: Counter Source Field (CSF) Field Changes to Perf Control (CPO Set 0, Register 22)

RM7000 revision

CSF BITS 4..0 1x RM7000 revision 2.x
0x08 Slip cycles External cache misses
0x18 Not used Slip cycles due to multiplier busy
0x19 Not used Coprocessor 0 slip cycles
Oxla Not used Slip cycles due to pending non-blocking loads
0x1b Not used Write buffer full stall cycles
Ox1lc Not used Cache instruction stall cycles
0ox1d Not used Multiplier stall cycles
Oxle Not used Stall cycles due to pending non-blocking loads — stall start of exception

Note 1:  Counting of slip cycles has changed so that cycles are only counted when machine is in the Run state. Since stalls
cause slips the new slip cycle counts will reflect only non-stalled slip causes.

Note 2:  Total slip count is equal to total cycle count less dual-issued instruction pair counts

Note 3:  FP and Integer Pipe resource slip cycles is equal to the difference between Total Slip cycles and the sum of the
reported slip cycles (including slips due to stalls).

F.7 Determining silicon revision

The revision of the silicon contained within the package can easily be determined from the package markings. Each device
contains a part number in one of the following forms:

1. RM7000-sssQ where sss refers to the speed grade of the device.

2. RM7000-sssQ-Znnn where sss refers to the speed grade of the device, Z refers to the silicon revision, and nnn is a cus-
tomer specific ID.

In the first case shown above, all of the devices are 1.x silicon and do NOT contain any of the additional enhancements listed
in this section. In the second case listed above, only devices with the letter “E” in the Z position of the device magking are

sion 2.x silicon.
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Numerics

16-bit

floating-point registerS7

32-hit

addressingl87

floating-point registerS7
instructions261

kernel, kernel space (ksegBY
kernel, kernel space (kseg3y
kernel, supervisor space (kssetj)j
kernel, user space (kseg3Y
kernel, user space (kusegp
operands, in 64-bit mod265
single-precision FP formdil
supervisor, supervisor space (ss8@)
supervisor, user space (sus&g)

32-bit mode

address translatiob0
FPU operation6
TLB entry format40

64-bit

addressingl87

double-precision FP form&i1

floating-point registerS7

kernel, compatibility space38

kernel, current supervisor space (xkssad)
kernel, kernel space (xksegdB

kernel, physical spaces (xkphy3Y

kernel, user space (xkusegy

operations265

supervisor, current supervisor space (xss¥g))
supervisor, separate supervisor space (cs32g)
supervisor, user space (xsus&g)
virtual-to-physical-address translati@¥Y

64-bit mode

A

32-bit operands, handling @65
address translatiobO

FPU operation6

TLB entry format40

address and data cyclé31
address error exception

cause 0202

Index

processing o202
servicing of202
address space identifier (ASI2)5
address spacea/
64-bit translation 027
physical26
virtual 25
addressing
internal address map72
kernel mode33
load and store instructiord62
masking of physical addre@41
modes25
sequential orderin@81
subblock orderin@81
supervisor mod9
system interface endiannes64
types of266
user mode27
virtual to physical translatiob0
virtual-to-physical translatio26
See als@ddress spaces
addressing conventions
system interfacd. 70
alignment restrictions, for instructio263
analog filtering, PLL107
arbitration of multiple transactiorik24
arithmetic logic units
floating point55, 73
integer20
array, page table entry (PTEB2
ASID. Seeaddress space identifier

B

bad virtual address register (BadvVAddr83
base exception vector bit (BEV)
use in interrupt vector spacirg1
big-endian mod&5
BigEndian pin
use of 164
binary fixed-point format, FP63
bit definition of
ERL 28, 30, 33, 186
EXL 28, 30, 33, 186, 190, 194
interrupt enable (IE186
KSuU 28, 30, 33
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KX 33, 187

sx 30, 187

UXx 28, 187
block clear, tertiary cach£01
block read

memory error during 462
block transfers, SysAD bu39
block write requests, processb86
boot mode clockLO6
boot mode settingd 13
boot ROM accesi?29
boundary scan instructiord84—285
boundary scan register, JTAZ83
branch delay8
branch instructions, FP84, 67
branch instructions, overview @65
branch target address, computing2@7
breakpoint exception

cause o207

processing o207

registers use@07

servicing of207
bus error exception

cause 0205

processing 0205

registers use@05

servicing of205
bus errors

exception vector usedi/ 7

imprecise, types o178

instruction-relatedl 77

precise, types o177
bus interface

handshake signa@8, 99

SysAD 98

system command b33
bus interface signal97, 99—103
bus transactions

out-of-order completion 098
bypass coherency attribuie/
byte ordering, FPU66

C

cache
attributes78
bandwidth75
coherency/6
flush 75
indexing 75
line ownership/7
non-blocking 75
replacement algorithnd 8
types 75
cache block, specifying 256
cache coherency

bypass91
uncached, blockin§@0
uncached, non-blocking0
writeback90
write-through with write-allocat®0
cache error exception
cause 0204
processing o204
registers use@04
servicing of205
cache error exception, defin@4
cache locking/6
cache misses
calculating cycle count2 76
primary data276
primary instruction276
cache operation93
CacheErr registe1 92
caches, tertiary
flash clearl 55
line invalidate153
line invalidate, repeat rates fai54
probe154
read hit146, 162
read missl47
read miss with bus errck48
capture_DR state, JTA@87
capture_IR state, JTAG88
Cause registe1 88
central processing unit (CPU)
exception processing81
See als@xception processing, CPU
instruction format261
ckseg0, address spad8
cksegl, address spad®
ckseg3, address spad®
cksseg, address spad8
clocks
analog filtering107
boot model06
data alignment to SysClockO05
divisor ratios105
input timing parameterd 06
output timing parameters06
phase-locked lood 05
ratios of46, 116
standby modd 06
types of 105
wake-up signald 06
ColdReset signal09, 111
commands, system interfadd5
compare instructions, FP64, 67
Compare registet 84
computational instructions, CPU
64-bit operation265

cycle timing for multiply and divide instructiori265

formats264
computational instructions, FP64, 67
conditional move operatoi266
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Config registe45, 115
Config Reigstei292
Context registel. 82
control/status register, FPR32
conversion instructions, FP64, 65, 66
converting a virtual addres6
coprocessor instructiorid65
coprocessor unusable exception
cause 0208
processing 0208
registers use@08
servicing 0f208
Count registe1 83
counter, in synchronizatiod36
critical sections235
csseg, address spad@
cycle times
instruction275
system interfacd 64

D

data alignment, FP&6
data cache
indexing the80
line format80
organization80
set associativit80
write policy 80
data formats, types @63
data identifiers
bit definitions 169
externall69
processorl69
processor write requesis37
system interfacd 65
data rate control, system interfat62
data TLB
defined24
filling from the JTLB 24
page mappin@4
replacement algorithr24
data transfer patterns
system interfacd 62
data watch exception
cause 0210
processing o210
registers use@10
servicing of210
data-related bus errods/8
debug and test
event type241, 243
debug suppor222
delay slot, use 0265

denormalized numbers, FPU excepti@i3l

divide/square root unit, FP@3

division by zero exception, FPR30

doubleword move from CPO (DMFCO), instructi@d9
doubleword move to CPO (DMTCO), instructi@®bO
dvision by zero exception, FPR27

E

enabling interruptd 86
enabling the instruction s@5
endianness
determining the25
in FPU 66
system interfacd 64
Entries291
EntryHi registerd0, 45
EntryLoO registed0, 43
EntryLol registed0, 43
ERL bit 28, 30, 33, 186
error checking and correcting (ECC) regisié&31
error checking, on internal transactich¢8
error exception program counter (ErrorEPC) regi88
exception handler
non-maskable interru216
reset216
soft rese216
TLB/XTLB miss 213
exception processing
defined181
list of registers181
exception processing, CPU
exception handler flowchar210
exception types
address erro202
breakpoint207
bus error205
cache erroil95, 204
coprocessor unusab208
floating-point208
general exception proced96
integer overflow206
interrupt 209
non-maskable interrupt (NMQ01
nonmaskable interrupt (NML96
overview of 194
reserved instructio207
reset200
reset exceptiod 95
soft rese201
soft reset exception proce396
system cal06
TLB 202
trap 206
exception vector locations96
watch exceptior241
exception processing, FPU
cause bit227
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conditions that caus229
control/status registe? 32
enable bits227
exception type@27
division by zero230
inexact229
invalid operation230
overflow 230
Underflow 231
unimplemented instructio@ 31
flag bits 227
flags 228
saving and restoring staR32
trap handler£232
traps228
Exception Program Counter (EPC) registé&1, 190
exception return instruction (EREPH1
exceptions, priority ofL99
exceptions, TLB51
execution units (FPUY3
exitl DR state, JTA@87
exitl IR state, JTAGR88
exit2_DR state, JTA@87
exit2_IR state, JTAR88
EXL bit 28, 30, 33, 186, 190, 194
external arbitration protocdl41
external arbitration, system interfat&3
external data identifierd 69
external null request
on system interfacd 64
external request
signal handshakind 24
external requestd21, 141
flow of 124
types of123, 127
external write commands
interrupt assertio223

F

filling the data TLB24
filling the instruction TLB24
floating point latency and repeat ra2€5
floating-point exceptior2Z08
cause 0208
processing 0208
registers use@08
servicing of209
floating-point unit (FPU)7 3
accessing the control registe®
compare operations0
condition code$0, 266
control registers (FCR»7—61
data alignmen66
denormalized numbersS6
divide/square root unif 3

double precision formah2
endiannes$6
exception type227

See als@xception processing, FPU, exception types

exceptional input valueS6
execution units/3
features 0©5
formats61
binary fixed-point63
functional organizatiord5
general-purpose registers (FGB)
hardware interlock&6
instruction executior’ 3
instruction execution cycle timé3
instruction format4
instruction pipeline/ 2
instruction set, overvievo4
instructions
branch67
compare6?
computationalb7
conversion66
load 66
move 66
scheduling constraintg4
store66
load delay66
loads and store266
overview of55
programming modeb6
registers
control register cause bifs0
control register enable bis0
control register flag bit§1
control register mode bits1
control/status (FCR3138
implementation and revision (FCRBS
revision number, formab8
transfers between
FPU and CPUS56
FPU and memorp6
traps228
floating-point unit exceptions
cause bit227
enable bit227
flag bits 227
flow control
during processor requesit37
flowcharts, exception handling10—216
F-pipe5, 15, 19

G

general exception
handler211
processl 96
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servicing guideline®12

H

handshake signals, bus interf£28, 99
handshake signals, procesd@2
hardware interlocks, FPB6
hazards, instruction

behavior 0f273

if, then, else statemenR66
implementation specific instructior4 7
implementation specific instructions, C2d7
imprecise bus errors
types of178
imprecise parity errord 77
independent transfers
on the system interfack63
Index registed2
inexact exception, FP@27, 229
Info Register293
Info register120, 187
Info register fields1 20, 187
Info register formafl20, 187
Initialization interface
cold resetl11
signals101
initialization interfacel12
boot mode settingd 13
ColdReset signal09, 111
initialization sequencd 13
power-on resel 09, 111
processor reset signal09
warm reset signal 09
WarmReset signal 12
initialization sequence, systeil 3
instruction
alignment16
load linked (LL)237
pipeline stage®
store conditional(SC237
instruction cache
accessing thd9
associativity of7/8
indexing the79
line format 79
locking the80
organization/8
primary 78
tag 79
instruction execution, FPU3
instruction format261

instruction hazard273
instruction pipeline, FP 2
instruction register, JTA@84
instruction set
FPU 64
MIPS IV additions266
mode25
summary of261
instruction TLB
replacement algorithr24
instruction translation lookaside buff80
instruction watch exception
cause 0209
processing 0209
registers use@09
servicing 0of209
instruction-related bus errods/ 7
instructions292
alignment restriction263
boundary scan, types &84—285
branch on FP condition false (BC1BH7
branch on FP condition false likely (BC1FRH7
branch on FP condition likely (BC1TL367
branch on FP condition true (BC1267
bypass JTA@85
cycle time and latencg2 75
doubleword move from CP0O (DMFC@49
doubleword move to CPO (DMTC@50
enter standby mode (WAIT355
exception return (ERET251
extest, JTAG284
FP multiply-add (MADD.fmt)268
FP multiply-subtract (MSUB.fmt268
FP negative multiply-add (NMADD.fmt268
FP negative multiply-subtract (NMSUB.fm268
FPU register compate (c.cond.fn2p8
immediate type247
implementation specifi247
indexed doubleword FP store (SDXCA69
indexed word FP store (SWXC269
jump and branci265
load and stor@62
load doubleword indexed to CP1 (LDXC258
load word indexed from CP1 (LWXCD68
move control from CPO (CFC®48
move control to CP0O (CTC®49
move from CPO (MFCOR51
move from Hi (MFHI)265
move from Lo (MFLO)265
move on condition false (MOVF)68
move on condition true (MOVT268
move on FP condition false (MOVF.fm268
move on FP condition true (MOVT.fmB68
move on FP register equal zero (MOVZ.fri2$8
move on FP register not zero (MOVN.fn258
move on register equal zero (MOV258
move on register not zero (MOVN)68
move to CPO (MTCOR52
prefetch (PREFR69
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prefetch indexed (PREFX369
reciprocal (RECIP.fmt269
reciprocal square root (RSQRT.In2H9
register-to-register’
return from exception (ERET337
sample/preload, JTAG85
scheduling a load delay sI262
TLB indexed read (TLBRP53
TLB indexed write (TLBW)254
TLB probe (TLBP)253
TLB write random (TLBWR)255
used during hazard373
Wait 106

instructions, CPU
branch265
computational

64-bit operation265

cycle timing for multiply and divide instructions

265
formats264
coprocesso265
jump 265
load
defining access typed62
scheduling a load delay sl262
special265
store
defining access typed62
translation lookaside buffer (TLE)1
instructions, FPU
branch67
compareb?
computational67
conversion66
load 66
move 66
scheduling constrainté4
store66
instructions, TLB51
instuction TLB
defined24
integer multiply/divide20
integer operations
latency and repeat ra275
integer overflow exceptio206
cause 0206
processing 0206
registers use@06
servicing of206
integer unit19
architecturel 9
arithmetic logic units20
implementation specific instructior)
operationsl9
pipeline bypas20
register file20
registers19
interlocks, FPU hardwar66
internal states

during processor resédt1 2
interrupt
signal generatio225
interrupt enable (IE) bil 86
interrupt exceptior209
cause 0209
processing 0209
registers use@09
servicing 0f209
interrupt interface, list of signa00
interrupts
and external write comman@23
masking of226
NMI signal generatior225
non-maskabl223
performance counter registe?4 3
priorities 219
priority level 219
vector address generati@?1
vector spacin@220
invalid operation exception, FPR27, 230
invalidating the tertiary cache tag RALO1
issue cycles, rules fat32

joint TLB
coherency protoca?23
control mechanism23
defined23
organization23
JTAG interface283
boundary scan instructiord34—285
signals102
TAP controller
capture_DR stat@87
capture_|IR stat288
exitl DR state287
exitl IR state288
exit2_DR state287
exit2_IR state288
pause_DR stat287
pause_IR stat288
run-test/idle stat86
select_DR_scan sta86
select_IR_scan staf287
shift_DR state287
shift_IR state288
test-logic-reset stat286
update_DR stat287
update_IR stat288
TAP controller initialization288
TAP controller state maching85
JTLB 291
jump instructions265
jump instructions, overview a265
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K

kernel mode
and exception processirkB1
ckseg0 address spad8
cksegl address spad®
ckseg3 address spad®
cksseg address spad®
kseg0 address spadd
ksegl address spadd
kseg3 address spadd
ksseg address spadd
kuseg address spad®
operations33
xkphys address spa@¥
xkseg address spa38
xksseg address spadd
xkuseg address spadd

kernel virtual address space, partitioning3d

KSU bit 28, 30, 33

KX bit 33, 187

L

latency
external respons&64
releasel 64
little-endian mode25
load delay8
load delay slot, scheduling @62
load delay, FPU66
load instructions, CP1262
defining access typed62
scheduling a load delay sl262
load instructions, FP&4, 66
load linked address (LLAddTr) registdr/
load linked and store conditional instructic287
load linked store conditional, operation 580

M

masking interrupt226
masking of physical address b4 1
mastership, system interfade24
memories, external

tertiary cachel 72
memory error

during a block read 62
memory management

address spacedb

memory management unit (MMW3

registersSeeregisters, CPU, memory management

memory synchronizatio235

ModeClock signall 13

Modeln signall13

move control from CPO (CFCO), instructi@8
move control to CPO (CTCO), instructi@d9
move from CPO (MFCO), instructiod51
move from Hi (MFHI) instructior?65

move from Lo (MFLO) instructior265
move instructions, FP64, 66

move to CPO (MTCO), instructiod52
M-pipe 5, 15, 20

multiply/add unit73

multiply/add unit, FPU73
multiprocessing235

N

non-blocking write requests, procesdd6
noncoherent data
definition of 169
noncoherent read requek28
non-maskable interrupt (NMQ23
cause 0201
exception processing96, 216
processing 0201
servicing 0f202
non-pendent bus mod23
null request protocol 42

O

operating modes
kernel mode33
supervisor mod@9
user mode27
oustanding bus transactioB8
out-of-order bus transactiof88
overflow exception, FPL227, 230, 232

P

page table entry (PTE) arrdy82
PageMask registe40, 43
parent cache line¢7
parity
system interfacd 76
types of175
parity errors161
imprecisel77
precisel76
pause_DR state, JTAG87
pause_IR state, JTAG88
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PerfControl registel 91, 241
PerfCount registel 91, 241
Performance Control Regist293
performance counters

defined243

mapping of222
phase-locked lood 05
physical address calculati@f
physical address spa26
pipeline

dual-issuel7

exceptions3

interlocks8

slips 12

stalls11
pipeline, FPU

cycle time73
pipelined write

defined123

protocol 139

pipelining, of tertiary cache memody72

power management

executing the Wait instructiohO6

standby modd 06
power supplies
types of109
power-on resel 09, 111
precise bus errors 77
types of177
precoessor reset statd 2
Prefetch292
PRID 292
primary cache
store missl28
primary data cach80
primary instruction cach&8
processor
block read145
block write request protocd 36
data format263
data identifiersL69
exceptions, types at94
handshake signat32
issue cycles, types df31
synchronizatior235
Processor II292
processor internal address mhg2
processor operating modes
kernel24
setting the24
supervisor24
types of24
user24
processor read requekP2, 131
flow control 137
processor read respon@5
processor request?21, 123
types of127
processor reset signa09

processor reset stalel 2
Processor Revision Identifier (PRId) registep, 115
processor write requedi?2?2, 123, 131
flow control 138
program flow, altering o265

Q

Quiet-Not-a Number (QNaN), FPU
invalid operation230

Quiet-Not-a-Number (QNaN), FPU
exceptional input valueS6

R

R4000-compatible mod&39
pipelined writes139
write reissuel 39
R4400
EC bit46, 116
Random registeft2
read request
pending123, 136, 144
processorl 22, 131, 134
read respons&25
data identifierl25
processor blocd 45
read response protocth¥3
register120, 187
register + register addressing made6
registers120, 187, 292, 293
registers, CPU
exception processing
Bad Virtual Address (BadVAddr1. 83
CacheErl92
Causel88
Comparel84
Config45, 115
Context182
Count183
error checking and correcting (EC¢91
error exception program counter (ErrorEPI93
Exception Program Counter (EPEH0
Information 120, 187
load linked address (LLAdd&7
Processor Revision Identifier (PRI4b, 115
register numberd 81
status117, 184
TagLo47
XContext 190
Exception Program Counter (EPE81
interrupt priority level219

memory management
EntryHi 40, 45
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EntryLo040, 43
EntryLo140, 43
Index 42
PageMasid0, 43
Random42
Wired 42, 44
PerfControl191
PerfCount191
System Control Coprocessor (CFE9-50
registers, debug and test
PerfControl241, 243
PerfCount241
Watchl and Watch490, 241
WatchMask191, 241
registers, FPU
Control/Statusb8
floating-point (FPR)57
General-Purposb6
registers, JTAG
boundary sca283
bypass283
instruction284
registers, used during hazai2€3
repeat rate for pipelined writes23
requestsSeeSystem interface
reserved instruction excepti@07
cause o207
processing 0208
registers use@08
servicing of208
reset
power-on111
reset exceptio200
cause 0200
handling216
processing 0fl95, 200
servicing of200
reset exception handl&16
resetting the Status registe87
reversing the base endiann&ss
run-test/idle state, JTAQ86

S

secondary and tertiary bypagd
secondary cach83
accessing th&85
benefits of integratio3
indexing the84, 85, 87
line format84
line size83
operations36
organization84
set associativity83
state transition86

states85

tag 84
transaction84
select_DR_scan state, JTAZ86
select_IR_scan state, JTAZ37
semaphore235
sequential orderin@81
servicing guidelines
software212
shift_DR state, JTA@87
shift_IR state, JTA@88
signals
analog filtering of PLL107
bus interface99-103
ColdResetl09, 111
cycle control132
data alignment to SysClock05
handshaking
independent transfers on SysAlH3
tertiary cache
flash clearl55
line invalidate153
probe154
read hit146
read missl47
read miss w/ bus errd48
Initialization interfacel01
interrupt generatio225
interrupt interfacel 00
JTAG interfacel02, 283
ModeClock113
Modeln 113
NMI generation225
power managemerk06
processor reset09
Reset109
system command bus
data identifiersL 69
tertiary cache interfac&01
test mode select (TMS), JTAB85
VccOK thresholdsl09
WarmResefl12
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cause 0201
handling 0f216
processing 0fL96, 201
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special instructions, CPA65
sseg, address spade
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standby mode operatidhO7
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format of 117, 184
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superscalar issue, defindd
supervisor address spa2®
32-bit 30
64-bit 30
supervisor mode
csseg address spade
operations?29
sseg address spad2
suseg address spad@
xsseg address spad@
xsuseg address spad@
SX bit 30, 187
symmetric multi-processing 35
synchronization
counter236
processo235
test-and-se235
with load linked instructior237
with store conditional instructio237
SysAD bus98
SysClock
alignment of data td 05
SysCmd bu98
system address/data b@8
system call exceptio206
cause 0206
processing o207
registers use@07
servicing of207
system clock ratio46, 116
system command b33
data identifiersL69
System Control Coprocessor (CPO0)
register number389
registers
used in exception processidd3 1
System interface
data identifiers
overview 165
handling requests
uncached loads or stord61
system interface
addressing conventioris/0
arbitration 0of133
bus errors
imprecisel78
precisel77
clock signals105
command bus
data identifier bits 69
commandsl65
null requestsl 68
read requesti66
syntax165
write requestdl67
cycle times164
cycle typesl 31
data identifiersl 65, 168, 169
data rate control 62

data transfer patterris62
endiannesd 64
external arbitration protocd 41
external request$23—125, 141
null requestl42, 164
overview141
write 124, 142
handling requests
LL/SC, operation ofL30
load miss128
store hit129
store missl 28
uncached loads or stord9
independent transfers, on SysAlH3
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JTAG 283
bypass registe283
TAP controller state286—288
test access port (TAR)85
master statd 33
multiple transaction suppoit24
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imprecisel77
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parity protocol161
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flow control of 137
handshake signak32
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rules for122
write requestl23, 136
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release latenc 64
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subblock orderingL71
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uncached instruction fetch29
uncompelled change to slave stdf84
write buffering129
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system interface transactions
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tertiary cache probe, invalidate, cleb?26
tertiary cache read 26
tertiary cache transfer ratd27
tertiary cache writél 26

T

tag RAM
tertiary cachel 75
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TAP controller state maching85
TAP controller state86—288
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TAP controller, JTAG
capture_DR stat287
capture_IR stat288
exitl_DR state?87
exitl_IR state288
exit2_DR state?87, 288
initialization of 288
pause_ DR stat287
pause_IR stat288
run-test-idle stat 86
select_DR_scan sta36
select_IR_scan sta287
shift_DR state287
shift_IR state288
test-logic-reset stat286
update_DR stat@87
update_IR stat288
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accessing th&7
block clear101
coherency attribute88
data RAM architecturd 73
data RAM readl73
data RAM write174
flash clearl55
indexing the88
interface signald 01
line format87
line invalidate153

repeat ratel 54
mode configuratioril 72
organization87
probe 154
probe, invalidate, cleat26
read126
read hit146, 162
read missl47
read miss with bus errdk48
sizes supporte86
state transition88
states88
synchronous SRAM'd.72
tag RAM architecturél 74
tag RAM readl 75
tag RAM write 175
transactiondl 25, 127
transfer rated 27
write 126

test access port (TAP), JTAZB5
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test data out (TDO), use @83

test mode select, JTA@G85

test-logic-reset state, JTABS6
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TLB instructions51

TLB invalid exception203
cause 0203
processing 0203

servicing 0f203
TLB modified exception
cause o204
processing o204
registers use@04
servicing of204
TLB probe (TLBP), instructior253
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cause 0203
processing 0203
servicing 0f203
TLB write random (TLBWR), instructio255
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translation lookaside buffer (TLB)
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and virtual memon?23
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entry formats40
exceptions202
instructions51
joint TLB 23
missesb1, 182
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refill vector selectionl 97
replacement algorithr2 3
translation, virtual to physical
64-bit 27
transmit data patterrd6, 116
trap exceptior206
cause 0206
processing 0206
registers use@06
servicing of206
two’s complement binary formd&3

U

uncached instruction fetch29
uncached load 29
uncached stord 29
uncached, non-blocking attribu@0
uncompelled change to slave sta84, 135
underflow exception, FPRQ27, 231, 232
loss of accuracy 31
small number detectiod31
unimplemented instruction excepti@31
unimplemented operation exception, FRA7
unmapped addresses, use2&7
update_DR state, JTAG87
update_IR state, JTAG88
useg, address spa2®
user address spa@y
32-bit 29
64-bit 29
user mode
operations27
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useg address spa2®
xuseg address spa2®
UX bit 28, 187

Vv

vector address calculatia®?21
vector offsets

interrupts221

list of 222
vector spacing, of interrup@20
virtual address/8

offset 26
virtual address match in the TLB4
virtual address space, defin@®
virtual aliasing75, 80
virtual memory

and the TLB23

hits and misse24

virtual address translationO
virtual pages in the TLE23
virtual to physical address translati2®

wW

wake-up signals
standby modd .06
warm reset, defined 09
WarmReset signal 12
watch exception, data
cause 0210
processing o210
registers use@10
servicing 0f210
watch exception, instruction
cause 0209

processing o209
registers use@09
servicing 0f209
watch exceptions,priority a241
Watch registers
defined241
enabling of241
programming o241
Watch1 registel 90
Watch? registel 90
WatchMask registell 91, 241
Wired registeid2, 44
write reissue protocal 39
write reissue, defined 23
write request
processorl 23
write requests
externall24, 142
processol 22, 131, 134
pipelined write123
write reissuel 23
writeback attributeé90
writeback, from primary cach257
write-through with write-allocate attribu@0
write-through without write-allocat89

X

XContext registed 90
xkphys, address spa&/
xkseg, address spad8
xksseg, address spadd
xkuseg, address spadd
xsseg, address spad@
xsuseg, address spad@
XTLB refill handler 190
xuseg address spa2d
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Disclaimers

When using this document, keep the following in mind:

3.

This document may, wholly or partially, be subject to change without notice. Quantum Effect Devices, Inc. reserves the
right to make changes to its products or specifications at any time without notice, in order to improve design or perfor-
mance and to supply the best possible product.

All rights are reserved. No one is permitted to reproduce or duplicate, in any form, the whole or part of this document
without QED’s permission.

QED will not be held responsible for any damage to the user that may result from accidents or any other reasons durin
operation of the user’s unit according to this document.

LIFE SUPPORT POLICY: QED's products are not designed, intended, or authorized for use as components intended f
surgical implant into the body, or other applications intended to support or sustain life, or for any other application in
which failure of the product could create a situation where personal injury or death may occur. Should a customer pur-
chase or use the products for any such unintended or unauthorized application, the customer shall indemnify and hold
QED and its officers, employees, subsidiaries, affiliates, and distributors harmless against all claims, costs, damages, ¢
expenses, and reasonable attorney fees arising out of, directly or indirectly, any claim of personal injury or death assoc
ated with such unintended or unauthorized use, even if such claim alleges that QED was negligent regarding the desigr
manufacture of the part.

QED does not assume any responsibility for use of any circuitry described other than the circuitry embodied in a QED
product. The company makes no representations that the circuitry described herein is free from patent infringement or
other rights of third parties, which may result from its use. No license is granted by implication or otherwise under any
patent, patent rights, or other rights, of QED.

The QED logo and RISCMark are trademarks of Quantum Effect Devices, Inc.

MIPS is a registered trademark of MIPS Technologies, Inc. All other trademarks are the respective property of the trad
mark holder.
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